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Noisy Training Data Acquisition 1: Chinese Room	
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Noisy Training Data Acquisition 1: Chinese Room	
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Noisy Training Data Acquisition 2: Wikipedia Mining	

§  Generate	“silver-standard”	
training	data	automa4cally	

§  Apply	self-training	to	make	
training	data	for	complete	and	
consistent	

4	



Exploit Non-traditional Universal Linguistic Resources	

•  Grammar	books	from	Lori	Levin’s	bookshelf	and	CIA	Names	from	DARPA	PM’s	bookshelf	

•  Unicode	Common	Locale	Data	Repository,	Wiki4onary,	Panlex,	Mul4lingual	WordNet,	
GeoNames,	JRC	Names,	phrase	pairs	mined	�
from	Wikipedia	

•  Phrase	Books	from	Language	Survival	Kits	and	�
Elicita4on	Corpus	

•  Ignored	by	NLP	community		
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Linguistic Structure from WALS database and 
Syntactic Structures of the World's Languages�
WALS and SSWL	

•  Universal	Morphology	Analyzer	based	on	Wikipedia	Markups	
o  Kıta	Fransası,	güneyde	[[Akdeniz]]den	kuzeyde	[[Manş	Denizi]]ve	[[Kuzey	

Denizi]]ne,	doğuda	[[Ren	Nehri]]nden	ba@da	[[Atlas	Okyanusu]]na	kadar	
yayılan	topraklarda	yer	alır.		(ConGnental	France	is	located	in	the	south	
[[Mediterranean	Sea]]	in	the	north	[[English	Sea]]	and	[[North	Sea]]	in	
the	east	[[Rhine	River]]	to	the	west	[[AtlanGc	Ocean]].)	
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•  Mo4va4on:	men4ons	of	the	same	concept	across	languages	may	share	a	set	of	
similar	characters,	e.g.,	SemseSn	Gunaltay	(English)	=	ŞemseSn	Günaltay	
(Turkish)	=	Semse4n	Ganoltey	(Somali)	

•  Compose	word	embeddings	from	shared	character	embeddings	using	
Convolu4onal	Neural	networks	

•  Further	op4mized	by	language	model	based	on	Recurrent	Neural	Networks	
§  maximize	the	predic4on	of	the	current	word	based	on	previous	words	
	

Character-Aware Word Embeddings	
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The image part with relationship 
ID rId13 was not found in the file.

Strategy	3	with	CNN

15

Input Word 
Embedding

Linguistic Feature 
Embedding

Left 
LSTMs

Right 
LSTMs

Left 
LSTMs

Character 
Embedding

Word 
Embedding

Right 
LSTMs

Left 
LSTMs

Right 
LSTMs

LSTMs 
Hidden Layer

Hidden Layer

CRF networks

B/I/O

Linguistic Features
-English and Low-resource Language 

Patterns
-Low-resource Language to English 

Lexicons
-Gazetteers
-Low-resource Language Grammar Rules

Character 
Embedding

CNN

Feed Non-traditional Linguistic Resources 
into DNN	



Common Semantic Space Construction	
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Construct a Common Semantic Space for 
Thousands of Languages	

§  Mo4va4ons	
§  There	are	3000+	languages	with	electronic	record	
§  NLP	training	data	only	available	for	several	dominant	languages	

§  Goals	
§  Build	a	common	seman4c	space	across	thousands	of	languages	
for	resource	sharing	and	richer	seman4c	con4nuous	
representa4on	for	words,	concepts	and	en44es	

§  Limita4ons	of	Previous	A_empts	(e.g.,	Upadhyay	et	al.,	2016,	Cho	et	
al.,	2017)	
§  Mostly	English-anchored,	cannot	capture	all	linguis4c	phenomena	
§  Heavily	relied	on	bilingual	dic4onaries	and	parallel	data	which	are	
not	always	available	

§  Only	limited	to	dozens	of	languages	
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•  When	bilingual	word	dic4onaries	are	not	available,	back-off	to	
shared	linguis4c	structures	
§  e.g.,	apposi4on,	conjunc4on,	plural	suffix	(English	(-s	/	-es),	Turkish	(-

lar	/	-ler),	Somali	(-o))	
§  Generalized	from	language	universal	resources	such	as	WALS	database	

and	SyntacGc	Structures	of	the	World's	Languages	
§  Classify	languages	according	to	a	large	number	of	topological	proper4es	

(phonological,	lexical,	gramma4cal)	
§  2,676	languages,	58,000+	(language,	feature,	feature	value)	tuples,	e.g.,	

(English,	canonical	word	order,	SVO)	

•  Project	monolingual	word	embeddings	into	a	common	seman4c	
space,	and	align	both	representa4ons	of	words	and	linguis4c-
structures	in	the	common	space	

Multi-Level Multi-lingual Alignment 	
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•  Model	training	
o  Language	model	predic4on	loss	

	
	
o  Mul4lingual	alignment	loss:	

o  Overall	loss:		

Model Training	
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Linguistic Features MaNer:�
More Robust to Noise	

Uzbek	(Zhang	et	al.,	2017)	
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Impact of Character-Aware Word Embeddings	
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Models	 Chinese	 English	 Spanish	

Before	 64.1	 67.4	 64.6	

Aoer	 68.0	 70.9	 68.9	

§  Name	Tagging	F-Score	(%)	



•  Chechen	Name	Tagging	

Impact of Common Semantic Space	

15	

Models	 P	(%)	 R	(%)	 F	(%)	
Randomly	ini4alized	 46.3	 45.31	 45.8	
Pre-trained	 54.8	 41.3	 47.1	
+	Common	seman4c	
space	word		embedding	

62.1	 50.1	 55.4	



Something Old: Hierarchical Brown Clustering	
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Languages	 w/o	BC	(%)	 with	BC	(%)	 Languages	 w/o	BC	(%)	 with	BC	(%)	

Albanian	 72.4	 74.6	 Northern	Sotho	 90.2	 90.8	

Chechen	 53.1	 55.4	 Polish	 49.6	 53.2	

Chinese	 66.3	 68.0	 Somali	 76.9	 78.5	

English	 69.5	 70.9	 Spanish	 67.1	 68.9	

Kannada	 51.9	 56.0	 Swahili	 64.3	 67.8	

Kikuyu	 84.2	 88.7	 Yoruba	 46.1	 49.5	

Nepali	 41.6	 43.9	



Joint Learning of Word and Entity Embeddings from 
Wikipedia	

•  Consider	all	Wikipedia	anchor	links	as	en4ty	annota4ons,	a	training	corpus	can	
be	created	by	replacing	anchor	links	with	unique	en4ty	IDs.		

17	

e.g., [[en/Apple|apple]] is a fruit !
        [[en/Apple_Inc.|apple]] is a company !
�

�
apple is a fruit!
apple is a company!

en/Apple is a fruit!
en/Apple_Inc. is a company!

•  Mul4-lingual	



Joint Learning of Word and Entity Embeddings from 
Wikipedia	

18	

Representation Learning

Entity Representation Learning

Text Representation Learning

bands played it 
during public events, 

such as 
[[Independence Day 

(US)|July 4th]] 
celebrations

… In the 1996 action film [[Independence Day 
(film)|Independence Day]], the United States 

military uses alien technology captured …
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computing similarity between word and mention
embeddings referring to that entity.

3 Method

In this section, we present three main components
in MPME: text model, knowledge model and joint
model, and then introduce the detailed information
on training process. Finally, we briefly introduce
the framework for entity linking.

3.1 Skip-gram model
capable of iterative learning; capable of learning
more mention names; capable of tuning mention
sense via text model; capable of NIL sense; 1. take
pre-trained word and entity embeddings as input;
2. collect mention name to entity title mapping;
use anchor to annotate each mention. each men-
tion corresponds multiple sense; each sense relates
to one entity title. 3. given the context and the
mention’s sense, predict the entity; got entity title
embedding. 4. each title has multiple vector, each
corresponds to a different entity. maintain the con-
text cluster; the cluster role. 5. text model again,
use context to predict mention sense, to predict the
context; also can predict a new sense, called NIL
in EL tasks, future work.

3.2 Text model
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3.5 Training
3.6 Integrating into GBDT for EL
4 Experiment

4.1 Data Preparation
4.2 Baseline Methods
1. directly align words with entity.

2. align mention with entity using single proto-
type model.

4.3 Parameter Setting
4.4 Text Evaluation
4.5 Entity Evaluation
4.6 EL evaluation
5 Related Work

6 Conclusion
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computing similarity between word and mention
embeddings referring to that entity.

3 Method

In this section, we present three main components
in MPME: text model, knowledge model and joint
model, and then introduce the detailed information
on training process. Finally, we briefly introduce
the framework for entity linking.

3.1 Skip-gram model
capable of iterative learning; capable of learning
more mention names; capable of tuning mention
sense via text model; capable of NIL sense; 1. take
pre-trained word and entity embeddings as input;
2. collect mention name to entity title mapping;
use anchor to annotate each mention. each men-
tion corresponds multiple sense; each sense relates
to one entity title. 3. given the context and the
mention’s sense, predict the entity; got entity title
embedding. 4. each title has multiple vector, each
corresponds to a different entity. maintain the con-
text cluster; the cluster role. 5. text model again,
use context to predict mention sense, to predict the
context; also can predict a new sense, called NIL
in EL tasks, future work.

3.2 Text model
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tou, Zoubin Ghahramani, and Kilian Q. Weinberger,
editors, Advances in Neural Information Processing
Systems 26: 27th Annual Conference on Neural In-
formation Processing Systems 2013. Proceedings of
a meeting held December 5-8, 2013, Lake Tahoe,
Nevada, United States., pages 3111–3119.

Kristina Toutanova, Danqi Chen, Patrick Pantel, Pallavi
Choudhury, and Michael Gamon. 2015. Represent-
ing text for joint embedding of text and knowledge
bases. ACL Association for Computational Linguis-
tics.

Anchor

Text 4

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

393

394

395

396

397

398

399

ACL 2016 Submission ***. Confidential review copy. DO NOT DISTRIBUTE.

tities by modeling semantic network constructed
from the given knowledge base.

Joint model learns multiple mention embeddings
by maximizing the probability of the mention in
the context referring to target entity.

Text model .

Kg model .

Joint model .
As shown in Figure 3, for each anchor a

i

=

(m

j

, e

k

), we firstly replace the mention name
with entity title m

⇤
t

via pre-defined mapping rules.
Given KB, D and the mapped anchors A, we it-
eratively train the three models until convergence
using a joint optimization objective, which will be
introduced later.

Though following the basic components of
three models in (Wang et al., 2014; Yamada et al.,
2016), MPME designs different structure in text
model and joint model to combine text and knowl-
edge in phrase level via multi-prototype mention
embedding, rather than aligning between single-
prototype word embeddings and entity embed-
dings. Actually, MPME is flexible to utilize pre-
trained entity embeddings from arbitrary knowl-
edge representation model, and enjoys their ad-
vantages of different aspects in knowledge bases2.
This is reasonable because we output two sepa-
rately semantic vector spaces for text and knowl-
edge respectively, while we can still obtain the re-
latedness between word and entity indirectly by
computing similarity between word and mention
embeddings referring to that entity.

3 Method

In this section, we present three main components
in MPME: text model, knowledge model and joint
model, and then introduce the detailed information
on training process. Finally, we briefly introduce
the framework for entity linking.

3.1 Skip-gram model
capable of iterative learning; capable of learning
more mention names; capable of tuning mention
sense via text model; capable of NIL sense; 1. take
pre-trained word and entity embeddings as input;
2. collect mention name to entity title mapping;
use anchor to annotate each mention. each men-
tion corresponds multiple sense; each sense relates

2Thus, MPME only trains text model and joint model.

to one entity title. 3. given the context and the
mention’s sense, predict the entity; got entity title
embedding. 4. each title has multiple vector, each
corresponds to a different entity. maintain the con-
text cluster; the cluster role. 5. text model again,
use context to predict mention sense, to predict the
context; also can predict a new sense, called NIL
in EL tasks, future work.

3.2 Text model
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tities by modeling semantic network constructed
from the given knowledge base.

Joint model learns multiple mention embeddings
by maximizing the probability of the mention in
the context referring to target entity.

Text model .

Kg model .

Joint model .
As shown in Figure 3, for each anchor a

i

=

(m

j

, e

k

), we firstly replace the mention name
with entity title m

⇤
t

via pre-defined mapping rules.
Given KB, D and the mapped anchors A, we it-
eratively train the three models until convergence
using a joint optimization objective, which will be
introduced later.

Though following the basic components of
three models in (Wang et al., 2014; Yamada et al.,
2016), MPME designs different structure in text
model and joint model to combine text and knowl-
edge in phrase level via multi-prototype mention
embedding, rather than aligning between single-
prototype word embeddings and entity embed-
dings. Actually, MPME is flexible to utilize pre-
trained entity embeddings from arbitrary knowl-
edge representation model, and enjoys their ad-
vantages of different aspects in knowledge bases2.
This is reasonable because we output two sepa-
rately semantic vector spaces for text and knowl-
edge respectively, while we can still obtain the re-
latedness between word and entity indirectly by
computing similarity between word and mention
embeddings referring to that entity.

3 Method

In this section, we present three main components
in MPME: text model, knowledge model and joint
model, and then introduce the detailed information
on training process. Finally, we briefly introduce
the framework for entity linking.

3.1 Skip-gram model
capable of iterative learning; capable of learning
more mention names; capable of tuning mention
sense via text model; capable of NIL sense; 1. take
pre-trained word and entity embeddings as input;
2. collect mention name to entity title mapping;
use anchor to annotate each mention. each men-
tion corresponds multiple sense; each sense relates

2Thus, MPME only trains text model and joint model.

to one entity title. 3. given the context and the
mention’s sense, predict the entity; got entity title
embedding. 4. each title has multiple vector, each
corresponds to a different entity. maintain the con-
text cluster; the cluster role. 5. text model again,
use context to predict mention sense, to predict the
context; also can predict a new sense, called NIL
in EL tasks, future work.

3.2 Text model
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Massimiliano Mancini, José Camacho-Collados, Igna-
cio Iacobacci, and Roberto Navigli. 2016. Embed-
ding words and senses together via joint knowledge-
enhanced training. CoRR, abs/1612.02703.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey
Dean. 2013a. Efficient estimation of word represen-
tations in vector space. CoRR, abs/1301.3781.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Gregory S.
Corrado, and Jeffrey Dean. 2013b. Distributed rep-
resentations of words and phrases and their compo-
sitionality. In Burges et al. (Burges et al., 2013),
pages 3111–3119.

Kristina Toutanova, Danqi Chen, Patrick Pantel, Pallavi
Choudhury, and Michael Gamon. 2015. Represent-
ing text for joint embedding of text and knowledge
bases. ACL Association for Computational Linguis-
tics.

Zhigang Wang and Juan-Zi Li. 2016. Text-enhanced
representation learning for knowledge graph. In
Subbarao Kambhampati, editor, Proceedings of the
Twenty-Fifth International Joint Conference on Arti-
ficial Intelligence, IJCAI 2016, New York, NY, USA,
9-15 July 2016, pages 1293–1299. IJCAI/AAAI
Press.

Zhen Wang, Jianwen Zhang, Jianlin Feng, and Zheng
Chen. 2014. Knowledge graph and text jointly em-
bedding. In Alessandro Moschitti, Bo Pang, and
Walter Daelemans, editors, Proceedings of the 2014
Conference on Empirical Methods in Natural Lan-
guage Processing, EMNLP 2014, October 25-29,
2014, Doha, Qatar, A meeting of SIGDAT, a Special
Interest Group of the ACL, pages 1591–1601. ACL.

Jason Weston, Antoine Bordes, Oksana Yakhnenko,
and Nicolas Usunier. 2013. Connecting language
and knowledge bases with embedding models for re-
lation extraction. In Proceedings of the 2013 Con-
ference on Empirical Methods in Natural Language
Processing, EMNLP 2013, 18-21 October 2013,
Grand Hyatt Seattle, Seattle, Washington, USA, A
meeting of SIGDAT, a Special Interest Group of the
ACL, pages 1366–1371. ACL.

Independence  
Day (US)

United 
States

Fireworks

Independence  
Day (film)

Memorial 
Day

Celebrations

Ob
se

rv
ed

 b
y

Public holidays in 
the United States

category

Will 
Smith

st
ar

rin
g

Philadelphia

bo
rn country

inlink

outlin
k inlink

Knowledge Base

5

400

401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

417

418

419

420

421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

ACL 2016 Submission ***. Confidential review copy. DO NOT DISTRIBUTE.

3.2 Skip-gram model
g(Independence Day, )

P (N (e

j

)|e
j

)

P (e

j

|C(m

h

), t

s

l

)

e1

e2

P (C(w

i

)|w
i

)

· P (C(m

h

)|ts
l

, m

h

)

(1)

t1
Independence Day

t2
Independence Day

t1
Memorial Day

g(Independence Day,

Independence Day (US)) (2)

g(Independence Day)

g(July 4th)

(3)

3.3 Text model

L
w

=

TX

t=1

log P (w

t+j

|wm

t

, s

i

)P (s

i

|w
context

)

+

TX

t=1

X

�c�j�c,j �=0

log P (w

t+j

|w
t

)

(4)

DX CX
P (w

t+j

|wm

t

, s

i

)P (s

i

|wm

t

, w

context

)

3.4 Knowledge model
KBX NX

P (e

neighbor

|e
i

)

3.5 Joint model
AX

P (e

j

|wm

t

, s

i

) + P (e

j

|w
context

)

3.6 Training
3.7 Integrating into GBDT for EL

4 Experiment

4.1 Data Preparation
4.2 Baseline Methods
1. directly align words with entity.

2. align mention with entity using single proto-
type model.

4.3 Parameter Setting
4.4 Qualitative Analysis
4.5 Entity Relatedness
4.6 Word Analogy
4.7 EL evaluation
5 Related Work

6 Conclusion

References
Antoine Bordes, Nicolas Usunier, Alberto Garcı́a-

Durán, Jason Weston, and Oksana Yakhnenko.
2013. Translating embeddings for modeling multi-
relational data. In Burges et al. (Burges et al., 2013),
pages 2787–2795.

Christopher J. C. Burges, Léon Bottou, Zoubin Ghahra-
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Massimiliano Mancini, José Camacho-Collados, Igna-
cio Iacobacci, and Roberto Navigli. 2016. Embed-
ding words and senses together via joint knowledge-
enhanced training. CoRR, abs/1612.02703.

Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey
Dean. 2013a. Efficient estimation of word represen-
tations in vector space. CoRR, abs/1301.3781.

Tomas Mikolov, Ilya Sutskever, Kai Chen, Gregory S.
Corrado, and Jeffrey Dean. 2013b. Distributed rep-
resentations of words and phrases and their compo-
sitionality. In Burges et al. (Burges et al., 2013),
pages 3111–3119.

Kristina Toutanova, Danqi Chen, Patrick Pantel, Pallavi
Choudhury, and Michael Gamon. 2015. Represent-
ing text for joint embedding of text and knowledge
bases. ACL Association for Computational Linguis-
tics.

Zhigang Wang and Juan-Zi Li. 2016. Text-enhanced
representation learning for knowledge graph. In
Subbarao Kambhampati, editor, Proceedings of the
Twenty-Fifth International Joint Conference on Arti-
ficial Intelligence, IJCAI 2016, New York, NY, USA,
9-15 July 2016, pages 1293–1299. IJCAI/AAAI
Press.

5

400

401

402

403

404

405

406

407

408

409

410

411

412

413

414

415

416

417

418

419

420

421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

465

466

467

468

469

470

471

472

473

474

475

476

477

478

479

480

481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

ACL 2016 Submission ***. Confidential review copy. DO NOT DISTRIBUTE.

3.2 Skip-gram model
g(Independence Day, )

P (N (e

j

)|e
j

)

P (e

j

|C(m

h

), t

s

l

)

e1

e2

P (C(w

i

)|w
i

)

· P (C(m

h

)|ts
l

, m

h

)

(1)

t1
Independence Day

t2
Independence Day

t1
Memorial Day

g(Independence Day,

Independence Day (US)) (2)

g(Independence Day)

g(July 4th)

(3)

3.3 Text model

L
w

=

TX

t=1

log P (w

t+j

|wm

t

, s

i

)P (s

i

|w
context

)

+

TX

t=1

X

�c�j�c,j �=0

log P (w

t+j

|w
t

)

(4)

DX CX
P (w

t+j

|wm

t

, s

i

)P (s

i

|wm

t

, w

context

)

3.4 Knowledge model
KBX NX

P (e

neighbor

|e
i

)

3.5 Joint model
AX

P (e

j

|wm

t

, s

i

) + P (e

j

|w
context

)

3.6 Training
3.7 Integrating into GBDT for EL

4 Experiment

4.1 Data Preparation
4.2 Baseline Methods
1. directly align words with entity.

2. align mention with entity using single proto-
type model.

4.3 Parameter Setting
4.4 Qualitative Analysis
4.5 Entity Relatedness
4.6 Word Analogy
4.7 EL evaluation
5 Related Work

6 Conclusion

References
Antoine Bordes, Nicolas Usunier, Alberto Garcı́a-

Durán, Jason Weston, and Oksana Yakhnenko.
2013. Translating embeddings for modeling multi-
relational data. In Burges et al. (Burges et al., 2013),
pages 2787–2795.

Christopher J. C. Burges, Léon Bottou, Zoubin Ghahra-
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3.2.3 Text Representation Learning
Given the annotated text corpus, we learn word
and mention representations simultaneously by us-
ing a multi-prototype embedding model. Partic-
ularly, each word has a unique vector, and each
mention has multiple sense vectors including two
kinds of mention senses: entity-centric sense and
out-of-KB sense.

Based on the fixed number of entity-centric
senses (Section 3.1), we further learn a varying
number of out-of-KB senses for each entity title.
When encounter an mention of entity title t

l

, in-
spired by the idea of word sense disambiguation
(WSD) task, we use the context information to
distinguish existing mention senses, or create a
new out-of-KB sense. To be concrete, each men-
tion sense has an embedding (sense vector) ts

l

and
a context cluster with center µ(t

s

l

). The repre-
sentation of the context is defined as the aver-
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)). We adopt an online
non-parametric clustering procedure to learn out-
of-KB mention senses, which means that if the
nearest distance of the context vector to sense clus-
ter center is larger than a threshold, we create a
new context cluster and a new sense vector that
doesn’t belong to any entity-centric senses. The
cluster center is the average of all the context vec-
tors belonging to that cluster. For the similarity
metric, we use cosine in our experiments.

Here, we extend Skip-gram model to learn word
embeddings as well as mention sense embeddings
by the following objective to maximize the proba-
bility of observing the context words given either
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(WSD) task, we use the context information to
distinguish existing mention senses, or create a
new out-of-KB sense. To be concrete, each men-
tion sense has an embedding (sense vector) ts
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doesn’t belong to any entity-centric senses. The
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metric, we use cosine in our experiments.
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by the following objective to maximize the proba-
bility of observing the context words given either
a word w

i

or a mention sense of entity title t

s

l

:

L
w

=

X

w

i

,t

l

2D
P (C(w

i

)|w
i

) + P (C(t

l

)|t
l

, t

s

l

)

(6)

C(·) (7)

3.2.4 Entity-centric Sense Representation
Learning
L

m

=

X

(m
h

,e

j

)2A

P (e

j

|C(m

h

), t

s

l

) (8)

3.2.5 Jointly Training
3.3 Integrating into GBDT for EL
4 Experiment

4.1 Data Preparation
4.2 Baseline Methods
1. directly align words with entity.

2. align mention with entity using single proto-
type model.

4.3 Parameter Setting
4.4 Qualitative Analysis
before conducting the experiments on the tasks,
we first give qualitative analysis of words, men-
tions and entities.

firstly, we give the phrase embedding by its
nearest words and entities.

next, we give quantitative analysis on several
tasks.

4.5 Entity Relatedness
4.6 Word Similarity
4.7 EL evaluation
4.7.1 gbdt
4.7.2 unsupervised
5 Related Work

6 Conclusion

References
Alfred V Aho and Margaret J Corasick. 1975. Effi-

cient string matching: an aid to bibliographic search.
Communications of the ACM, 18(6):333–340.

J-I Aoe. 1989. An efficient digital search algorithm by
using a double-array structure. IEEE Transactions
on Software Engineering, 15(9):1066–1077.

Christopher J. C. Burges, Léon Bottou, Zoubin Ghahra-
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3.2.3 Text Representation Learning
Given the annotated text corpus, we learn word
and mention representations simultaneously by us-
ing a multi-prototype embedding model. Partic-
ularly, each word has a unique vector, and each
mention has multiple sense vectors including two
kinds of mention senses: entity-centric sense and
out-of-KB sense.

Based on the fixed number of entity-centric
senses (Section 3.1), we further learn a varying
number of out-of-KB senses for each entity title.
When encounter an mention of entity title t

l

, in-
spired by the idea of word sense disambiguation
(WSD) task, we use the context information to
distinguish existing mention senses, or create a
new out-of-KB sense. To be concrete, each men-
tion sense has an embedding (sense vector) ts

l

and
a context cluster with center µ(t

s
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). The repre-
sentation of the context is defined as the aver-
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)). We adopt an online
non-parametric clustering procedure to learn out-
of-KB mention senses, which means that if the
nearest distance of the context vector to sense clus-
ter center is larger than a threshold, we create a
new context cluster and a new sense vector that
doesn’t belong to any entity-centric senses. The
cluster center is the average of all the context vec-
tors belonging to that cluster. For the similarity
metric, we use cosine in our experiments.

Here, we extend Skip-gram model to learn word
embeddings as well as mention sense embeddings
by the following objective to maximize the proba-
bility of observing the context words given either
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3.2.3 Text Representation Learning
Given the annotated text corpus, we learn word
and mention representations simultaneously by us-
ing a multi-prototype embedding model. Partic-
ularly, each word has a unique vector, and each
mention has multiple sense vectors including two
kinds of mention senses: entity-centric sense and
out-of-KB sense.

Based on the fixed number of entity-centric
senses (Section 3.1), we further learn a varying
number of out-of-KB senses for each entity title.
When encounter an mention of entity title t

l

, in-
spired by the idea of word sense disambiguation
(WSD) task, we use the context information to
distinguish existing mention senses, or create a
new out-of-KB sense. To be concrete, each men-
tion sense has an embedding (sense vector) ts

l

and
a context cluster with center µ(t

s

l

). The repre-
sentation of the context is defined as the aver-
age of the word vectors in the context: C(w
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We predict t

s

l
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) as the context cluster membership. For-
mally, we have:
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where � is a hyper-parameter and t
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l

)). We adopt an online
non-parametric clustering procedure to learn out-
of-KB mention senses, which means that if the
nearest distance of the context vector to sense clus-
ter center is larger than a threshold, we create a
new context cluster and a new sense vector that
doesn’t belong to any entity-centric senses. The
cluster center is the average of all the context vec-
tors belonging to that cluster. For the similarity
metric, we use cosine in our experiments.

Here, we extend Skip-gram model to learn word
embeddings as well as mention sense embeddings
by the following objective to maximize the proba-
bility of observing the context words given either
a word w

i

or a mention sense of entity title t
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3.2.3 Text Representation Learning
Given the annotated text corpus, we learn word
and mention representations simultaneously by us-
ing a multi-prototype embedding model. Partic-
ularly, each word has a unique vector, and each
mention has multiple sense vectors including two
kinds of mention senses: entity-centric sense and
out-of-KB sense.

Based on the fixed number of entity-centric
senses (Section 3.1), we further learn a varying
number of out-of-KB senses for each entity title.
When encounter an mention of entity title t

l

, in-
spired by the idea of word sense disambiguation
(WSD) task, we use the context information to
distinguish existing mention senses, or create a
new out-of-KB sense. To be concrete, each men-
tion sense has an embedding (sense vector) ts

l

and
a context cluster with center µ(t

s

l

). The repre-
sentation of the context is defined as the aver-
age of the word vectors in the context: C(w
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We predict t
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mally, we have:
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)). We adopt an online
non-parametric clustering procedure to learn out-
of-KB mention senses, which means that if the
nearest distance of the context vector to sense clus-
ter center is larger than a threshold, we create a
new context cluster and a new sense vector that
doesn’t belong to any entity-centric senses. The
cluster center is the average of all the context vec-
tors belonging to that cluster. For the similarity
metric, we use cosine in our experiments.

Here, we extend Skip-gram model to learn word
embeddings as well as mention sense embeddings
by the following objective to maximize the proba-
bility of observing the context words given either
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or a mention sense of entity title t
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4.4 Qualitative Analysis
before conducting the experiments on the tasks,
we first give qualitative analysis of words, men-
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3.2.3 Text Representation Learning
Given the annotated text corpus, we learn word
and mention representations simultaneously by us-
ing a multi-prototype embedding model. Partic-
ularly, each word has a unique vector, and each
mention has multiple sense vectors including two
kinds of mention senses: entity-centric sense and
out-of-KB sense.

Based on the fixed number of entity-centric
senses (Section 3.1), we further learn a varying
number of out-of-KB senses for each entity title.
When encounter an mention of entity title t

l

, in-
spired by the idea of word sense disambiguation
(WSD) task, we use the context information to
distinguish existing mention senses, or create a
new out-of-KB sense. To be concrete, each men-
tion sense has an embedding (sense vector) ts

l

and
a context cluster with center µ(t

s
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). The repre-
sentation of the context is defined as the aver-
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where � is a hyper-parameter and t
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), C(t
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)). We adopt an online
non-parametric clustering procedure to learn out-
of-KB mention senses, which means that if the
nearest distance of the context vector to sense clus-
ter center is larger than a threshold, we create a
new context cluster and a new sense vector that
doesn’t belong to any entity-centric senses. The
cluster center is the average of all the context vec-
tors belonging to that cluster. For the similarity
metric, we use cosine in our experiments.

Here, we extend Skip-gram model to learn word
embeddings as well as mention sense embeddings
by the following objective to maximize the proba-
bility of observing the context words given either
a word w
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or a mention sense of entity title t
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4.3 Parameter Setting
4.4 Qualitative Analysis
before conducting the experiments on the tasks,
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3.2.3 Text Representation Learning
Given the annotated text corpus, we learn word
and mention representations simultaneously by us-
ing a multi-prototype embedding model. Partic-
ularly, each word has a unique vector, and each
mention has multiple sense vectors including two
kinds of mention senses: entity-centric sense and
out-of-KB sense.

Based on the fixed number of entity-centric
senses (Section 3.1), we further learn a varying
number of out-of-KB senses for each entity title.
When encounter an mention of entity title t

l

, in-
spired by the idea of word sense disambiguation
(WSD) task, we use the context information to
distinguish existing mention senses, or create a
new out-of-KB sense. To be concrete, each men-
tion sense has an embedding (sense vector) ts
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and
a context cluster with center µ(t
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). The repre-
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)). We adopt an online
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ter center is larger than a threshold, we create a
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tors belonging to that cluster. For the similarity
metric, we use cosine in our experiments.

Here, we extend Skip-gram model to learn word
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by the following objective to maximize the proba-
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3.2.3 Text Representation Learning
Given the annotated text corpus, we learn word
and mention representations simultaneously by us-
ing a multi-prototype embedding model. Partic-
ularly, each word has a unique vector, and each
mention has multiple sense vectors including two
kinds of mention senses: entity-centric sense and
out-of-KB sense.

Based on the fixed number of entity-centric
senses (Section 3.1), we further learn a varying
number of out-of-KB senses for each entity title.
When encounter an mention of entity title t

l

, in-
spired by the idea of word sense disambiguation
(WSD) task, we use the context information to
distinguish existing mention senses, or create a
new out-of-KB sense. To be concrete, each men-
tion sense has an embedding (sense vector) ts

l

and
a context cluster with center µ(t

s

l

). The repre-
sentation of the context is defined as the aver-
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mally, we have:
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)). We adopt an online
non-parametric clustering procedure to learn out-
of-KB mention senses, which means that if the
nearest distance of the context vector to sense clus-
ter center is larger than a threshold, we create a
new context cluster and a new sense vector that
doesn’t belong to any entity-centric senses. The
cluster center is the average of all the context vec-
tors belonging to that cluster. For the similarity
metric, we use cosine in our experiments.

Here, we extend Skip-gram model to learn word
embeddings as well as mention sense embeddings
by the following objective to maximize the proba-
bility of observing the context words given either
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or a mention sense of entity title t
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3.2.3 Text Representation Learning
Given the annotated text corpus, we learn word
and mention representations simultaneously by us-
ing a multi-prototype embedding model. Partic-
ularly, each word has a unique vector, and each
mention has multiple sense vectors including two
kinds of mention senses: entity-centric sense and
out-of-KB sense.

Based on the fixed number of entity-centric
senses (Section 3.1), we further learn a varying
number of out-of-KB senses for each entity title.
When encounter an mention of entity title t

l

, in-
spired by the idea of word sense disambiguation
(WSD) task, we use the context information to
distinguish existing mention senses, or create a
new out-of-KB sense. To be concrete, each men-
tion sense has an embedding (sense vector) ts

l

and
a context cluster with center µ(t

s

l

). The repre-
sentation of the context is defined as the aver-
age of the word vectors in the context: C(w
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We predict t
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in the
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l
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) >, when observed with con-
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) as the context cluster membership. For-
mally, we have:
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where � is a hyper-parameter and t
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=
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), C(t
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)). We adopt an online
non-parametric clustering procedure to learn out-
of-KB mention senses, which means that if the
nearest distance of the context vector to sense clus-
ter center is larger than a threshold, we create a
new context cluster and a new sense vector that
doesn’t belong to any entity-centric senses. The
cluster center is the average of all the context vec-
tors belonging to that cluster. For the similarity
metric, we use cosine in our experiments.

Here, we extend Skip-gram model to learn word
embeddings as well as mention sense embeddings
by the following objective to maximize the proba-
bility of observing the context words given either
a word w

i

or a mention sense of entity title t
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3.2.3 Text Representation Learning
Given the annotated text corpus, we learn word
and mention representations simultaneously by us-
ing a multi-prototype embedding model. Partic-
ularly, each word has a unique vector, and each
mention has multiple sense vectors including two
kinds of mention senses: entity-centric sense and
out-of-KB sense.

Based on the fixed number of entity-centric
senses (Section 3.1), we further learn a varying
number of out-of-KB senses for each entity title.
When encounter an mention of entity title t

l

, in-
spired by the idea of word sense disambiguation
(WSD) task, we use the context information to
distinguish existing mention senses, or create a
new out-of-KB sense. To be concrete, each men-
tion sense has an embedding (sense vector) ts

l

and
a context cluster with center µ(t

s

l

). The repre-
sentation of the context is defined as the aver-
age of the word vectors in the context: C(w
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We predict t
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, the sense of entity title t

l
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) >, when observed with con-
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) as the context cluster membership. For-
mally, we have:
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where � is a hyper-parameter and t
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l

)). We adopt an online
non-parametric clustering procedure to learn out-
of-KB mention senses, which means that if the
nearest distance of the context vector to sense clus-
ter center is larger than a threshold, we create a
new context cluster and a new sense vector that
doesn’t belong to any entity-centric senses. The
cluster center is the average of all the context vec-
tors belonging to that cluster. For the similarity
metric, we use cosine in our experiments.

Here, we extend Skip-gram model to learn word
embeddings as well as mention sense embeddings
by the following objective to maximize the proba-
bility of observing the context words given either
a word w
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or a mention sense of entity title t
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3.2.3 Text Representation Learning
Given the annotated text corpus, we learn word
and mention representations simultaneously by us-
ing a multi-prototype embedding model. Partic-
ularly, each word has a unique vector, and each
mention has multiple sense vectors including two
kinds of mention senses: entity-centric sense and
out-of-KB sense.

Based on the fixed number of entity-centric
senses (Section 3.1), we further learn a varying
number of out-of-KB senses for each entity title.
When encounter an mention of entity title t

l

, in-
spired by the idea of word sense disambiguation
(WSD) task, we use the context information to
distinguish existing mention senses, or create a
new out-of-KB sense. To be concrete, each men-
tion sense has an embedding (sense vector) ts

l

and
a context cluster with center µ(t

s
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). The repre-
sentation of the context is defined as the aver-
age of the word vectors in the context: C(w
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We predict t
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) >, when observed with con-
text C(t

l
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mally, we have:
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where � is a hyper-parameter and t
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)). We adopt an online
non-parametric clustering procedure to learn out-
of-KB mention senses, which means that if the
nearest distance of the context vector to sense clus-
ter center is larger than a threshold, we create a
new context cluster and a new sense vector that
doesn’t belong to any entity-centric senses. The
cluster center is the average of all the context vec-
tors belonging to that cluster. For the similarity
metric, we use cosine in our experiments.

Here, we extend Skip-gram model to learn word
embeddings as well as mention sense embeddings
by the following objective to maximize the proba-
bility of observing the context words given either
a word w
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or a mention sense of entity title t
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mani, and Kilian Q. Weinberger, editors. 2013. Ad-
vances in Neural Information Processing Systems
26: 27th Annual Conference on Neural Information
Processing Systems 2013. Proceedings of a meet-
ing held December 5-8, 2013, Lake Tahoe, Nevada,
United States.

Xu Han, Zhiyuan Liu, and Maosong Sun. 2016.
Joint representation learning of text and knowl-
edge for knowledge graph completion. CoRR,
abs/1611.04125.

3

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

ACL 2016 Submission ***. Confidential review copy. DO NOT DISTRIBUTE.

as well as word embeddings w and entity embed-
dings e. Note that s

l

j

2 m

⇤
l

denotes that mention
sense of m

l

refers to entity e

j

, where m

⇤
l

repre-
sents the sense set of m

l

. Different mentions may
share the same mention sense, denoted as s

⇤
j

.
Example As shown in Figure 1, there are two
different mentions “Independence Day” m1 and
“July 4th” m2 in the documents. MPME is to
learn two mention senses s

1
1, s

1
2 for m1, and one

mention sense s

2
2 for m2. Clearly, these two men-

tions share a common sense in the last two docu-
ments: the United States holiday e2, so we have
s

⇤
2 = s

1
2 = s

2
2. Note that w,m, s are naturally em-

bedded into the same semantic space since they
are basic units in texts, and e modeling the graph
structure in KB is actually in another semantic
space.

3 Method

In this section, we firstly describe the framework
of MPME, followed by the detailed information of
each key component. Then, we introduce a well
designed mention sense disambiguation method,
which can also be used for entity linking in a un-
supervised way.

e

National Day

s

⇤
Independence Day (film), s

⇤
Independence Day (US)

3.1 Framework
Given KB, D and A, we are to jointly learn
word, entity and mention representations: w, e,
m. Serving as basic units in texts, Word {w

i

}
and entity title {t

l

} are naturally embedded into
a unified semantic space, meanwhile entities {e

j

}
are mapped to one of mention senses of its ti-
tle: t

s

l

. Thus, text and knowledge are com-
bined via the bridge of mentions. We can eas-
ily obtain the similarity between word and en-
tity Similarity(w

i

, e

j

) by computing the similar-
ity between word and its corresponding mention
sense: Similarity(w

i

, f(e

j

)).
As shown in Figure 2, our proposed MPME

contains four key components: (1) Mention Sense
Mapping: we map the anchor < m

h

, e

j

>2 A to
the corresponding mention sense t

s

l

to reduce the
vocabulary to learn. (2) Entity Representation
Learning given a knowledge base KB, we con-
struct a knowledge network among entities, and

learn their embeddings so that similar entities on
the graph have similar representations. (3) Text
Representation Learning given text corpus D as
well as the annotated anchors, we learn word and
entity title embeddings by maximizing the prob-
ability of co-occurring words/entity titles so that
similar words/entity titles have similar represen-
tations. (4) Mention Representation Learning
given annotated anchors t

s

l

:< m

h

, e

j

>2 A,
we learn entity title embeddings by incorporating
both contextual words embeddings and entity em-
beddings in order to distinguish different mention
senses that has similar representations to its corre-
sponding entity embeddings.

Representation learning of (2), (3) and (4) uses
an iterative update procedure following a unified
optimization objective. The outputs of word em-
beddings w

i

and entity embeddings e
j

keep their
own semantic space and are naturally bridged via
the new learned entity title embeddings t

l

, which
inspires us to globally optimize the probability of
choosing mention senses of all the phrases of men-
tion names in the given document. Since each
mention sense corresponds to an entity, the men-
tion sense disambiguation process can also be re-
garded as linking entities to knowledge base in a
unsupervised way, which will be detailed in Sec-
tion ??.

3.2 Mention Sense Mapping

There are two kinds of mappings: from entities to
mention senses, and from mention names to men-
tion senses. The former is pre-defined at the very
beginning. Given the knowledge Base KB, we ex-
tract entity titles {t

l

} and initialize with multiple
mention senses, where the sense number depends
on how many entities share a common title. The
latter is to find possible mention senses for the
given mention name, which is similar to candidate
mention generation in entity linking task.

Conventional candidate mention generation
generally maintains a list of pairs of mention name
and entity that denotes a candidate reference in
knowledge base for the mention name, and recog-
nizes the mention name in text by accurate string
matching. Or it firstly recognizes possible mention
names in texts using NER (Named Entity Recog-
nition) tool, and then approximately retrieves can-
didate entities via an information retrieval method.

Since this component is not key point in this
paper, we adopt the first method to collect a3
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as well as word embeddings w and entity embed-
dings e. Note that s

l

j

2 m

⇤
l

denotes that mention
sense of m

l

refers to entity e

j

, where m

⇤
l

repre-
sents the sense set of m

l

. Different mentions may
share the same mention sense, denoted as s

⇤
j

.
Example As shown in Figure 1, there are two
different mentions “Independence Day” m1 and
“July 4th” m2 in the documents. MPME is to
learn two mention senses s

1
1, s

1
2 for m1, and one

mention sense s

2
2 for m2. Clearly, these two men-

tions share a common sense in the last two docu-
ments: the United States holiday e2, so we have
s

⇤
2 = s

1
2 = s

2
2. Note that w,m, s are naturally em-

bedded into the same semantic space since they
are basic units in texts, and e modeling the graph
structure in KB is actually in another semantic
space.

3 Method

In this section, we firstly describe the framework
of MPME, followed by the detailed information of
each key component. Then, we introduce a well
designed mention sense disambiguation method,
which can also be used for entity linking in a un-
supervised way.

e

National Day

s

⇤
Independence Day (film), s

⇤
Independence Day (US)

3.1 Framework
Given KB, D and A, we are to jointly learn
word, entity and mention representations: w, e,
m. Serving as basic units in texts, Word {w

i

}
and entity title {t

l

} are naturally embedded into
a unified semantic space, meanwhile entities {e

j

}
are mapped to one of mention senses of its ti-
tle: t

s

l

. Thus, text and knowledge are com-
bined via the bridge of mentions. We can eas-
ily obtain the similarity between word and en-
tity Similarity(w

i

, e

j

) by computing the similar-
ity between word and its corresponding mention
sense: Similarity(w

i

, f(e

j

)).
As shown in Figure 2, our proposed MPME

contains four key components: (1) Mention Sense
Mapping: we map the anchor < m

h

, e

j

>2 A to
the corresponding mention sense t

s

l

to reduce the
vocabulary to learn. (2) Entity Representation
Learning given a knowledge base KB, we con-
struct a knowledge network among entities, and

learn their embeddings so that similar entities on
the graph have similar representations. (3) Text
Representation Learning given text corpus D as
well as the annotated anchors, we learn word and
entity title embeddings by maximizing the prob-
ability of co-occurring words/entity titles so that
similar words/entity titles have similar represen-
tations. (4) Mention Representation Learning
given annotated anchors t

s

l

:< m

h

, e

j

>2 A,
we learn entity title embeddings by incorporating
both contextual words embeddings and entity em-
beddings in order to distinguish different mention
senses that has similar representations to its corre-
sponding entity embeddings.

Representation learning of (2), (3) and (4) uses
an iterative update procedure following a unified
optimization objective. The outputs of word em-
beddings w

i

and entity embeddings e
j

keep their
own semantic space and are naturally bridged via
the new learned entity title embeddings t

l

, which
inspires us to globally optimize the probability of
choosing mention senses of all the phrases of men-
tion names in the given document. Since each
mention sense corresponds to an entity, the men-
tion sense disambiguation process can also be re-
garded as linking entities to knowledge base in a
unsupervised way, which will be detailed in Sec-
tion ??.

3.2 Mention Sense Mapping

There are two kinds of mappings: from entities to
mention senses, and from mention names to men-
tion senses. The former is pre-defined at the very
beginning. Given the knowledge Base KB, we ex-
tract entity titles {t

l

} and initialize with multiple
mention senses, where the sense number depends
on how many entities share a common title. The
latter is to find possible mention senses for the
given mention name, which is similar to candidate
mention generation in entity linking task.

Conventional candidate mention generation
generally maintains a list of pairs of mention name
and entity that denotes a candidate reference in
knowledge base for the mention name, and recog-
nizes the mention name in text by accurate string
matching. Or it firstly recognizes possible mention
names in texts using NER (Named Entity Recog-
nition) tool, and then approximately retrieves can-
didate entities via an information retrieval method.

Since this component is not key point in this
paper, we adopt the first method to collect a
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KB, a text corpus D and a set of anchors A, multi-
prototype mention embedding is to learn multiple
sense embeddings s

j

l 2 Rk for each mention m

l

as well as word embeddings w and entity embed-
dings e. Note that s

l

j

2 m

⇤
l

denotes that mention
sense of m

l

refers to entity e

j

, where m

⇤
l

repre-
sents the sense set of m

l

. Different mentions may
share the same mention sense, denoted as s

⇤
j

.
Example As shown in Figure 1, there are two
different mentions “Independence Day” m1 and
“July 4th” m2 in the documents. MPME is to
learn two mention senses s

1
1, s

1
2 for m1, and one

mention sense s

2
2 for m2. Clearly, these two men-

tions share a common sense in the last two docu-
ments: the United States holiday e2, so we have
s

⇤
2 = s

1
2 = s

2
2. Note that w,m, s are naturally em-

bedded into the same semantic space since they
are basic units in texts, and e modeling the graph
structure in KB is actually in another semantic
space.

3 Method

In this section, we firstly describe the framework
of MPME, followed by the detailed information of
each key component. Then, we introduce a well
designed mention sense disambiguation method,
which can also be used for entity linking in a un-
supervised way.

3.1 Framework

Given knowledge base KB, text corpus D and a set
of anchors A, we are to jointly learn word, entity
and mention representations: w, e, m. As shown
in Figure 2, our proposed MPME contains four
key components: (1) Mention Sense Mapping:
given an anchor < m

l

, e

j

>, we map it to the cor-
responding mention sense to reduce the mention
vocabulary to learn embeddings. If only a men-
tion is given, we map it to several mention senses
that requires disambiguation (Section 3.4). (2)
Entity Representation Learning based on out-
links in Wikipedia pages, we construct a knowl-
edge network to represent the semantic relatedness
among entities. And then learn entity embeddings
so that similar entities on the graph have simi-
lar representations. (3) Mention Representation
Learning given mapped anchors in contexts, we
learn mention sense embeddings by incorporating
both textual context embeddings and entity em-
beddings. (4) Text Representation Learning we
extend skip-gram model to simultaneously learn

word and mention sense embeddings on annotated
text corpus D0. Following (Yamada et al., 2016),
we use wikipedia articles as text corpus, and the
anchors provide annotated mentions1.

We jointly train (2), (3) and (4) by using a uni-
fied optimization objective. The outputs embed-
dings of word and mention are naturally in the
same semantic space since they are different units
in annotated text corpus D0 for text representation
learning. Entity embeddings keep their own se-
mantics in another vector space, because we only
use them as answers to predict in mention repre-
sentation learning by extending Continuous BOW
model, which will be further discussed in Section
??.

s

⇤
Memorial Day

word embeddings w
i

and entity embeddings e
j

keep their own semantic space and are naturally
bridged via the new learned entity title embed-
dings t

l

, which inspires us to globally optimize
the probability of choosing mention senses of all
the phrases of mention names in the given docu-
ment. Since each mention sense corresponds to an
entity, the mention sense disambiguation process
can also be regarded as linking entities to knowl-
edge base in a unsupervised way, which will be
detailed in Section ??.

3.2 Mention Sense Mapping
There are two kinds of mappings: from entities to
mention senses, and from mention names to men-
tion senses. The former is pre-defined at the very
beginning. Given the knowledge Base KB, we ex-
tract entity titles {t

l

} and initialize with multiple
mention senses, where the sense number depends
on how many entities share a common title. The
latter is to find possible mention senses for the
given mention name, which is similar to candidate
mention generation in entity linking task.

Conventional candidate mention generation
generally maintains a list of pairs of mention name
and entity that denotes a candidate reference in
knowledge base for the mention name, and recog-
nizes the mention name in text by accurate string

1We can also annotate text corpus by using NER tool like
python nltk to recognize mentions, and disambiguating its
mapped mention senses as described in Section 3.4. This is
an ongoing work with the goal of learning additional out-of-
KB senses by self-training. In this paper, we will focus on
the effectiveness of our model and the quality of three kinds
of learned embeddings.
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KB, a text corpus D and a set of anchors A, multi-
prototype mention embedding is to learn multiple
sense embeddings s

j

l 2 Rk for each mention m

l

as well as word embeddings w and entity embed-
dings e. Note that s

l

j

2 m

⇤
l

denotes that mention
sense of m

l

refers to entity e

j

, where m

⇤
l

repre-
sents the sense set of m

l

. Different mentions may
share the same mention sense, denoted as s

⇤
j

.
Example As shown in Figure 1, there are two
different mentions “Independence Day” m1 and
“July 4th” m2 in the documents. MPME is to
learn two mention senses s

1
1, s

1
2 for m1, and one

mention sense s

2
2 for m2. Clearly, these two men-

tions share a common sense in the last two docu-
ments: the United States holiday e2, so we have
s

⇤
2 = s

1
2 = s

2
2. Note that w,m, s are naturally em-

bedded into the same semantic space since they
are basic units in texts, and e modeling the graph
structure in KB is actually in another semantic
space.

3 Method

In this section, we firstly describe the framework
of MPME, followed by the detailed information of
each key component. Then, we introduce a well
designed mention sense disambiguation method,
which can also be used for entity linking in a un-
supervised way.

3.1 Framework

Given knowledge base KB, text corpus D and a set
of anchors A, we are to jointly learn word, entity
and mention representations: w, e, m. As shown
in Figure 2, our proposed MPME contains four
key components: (1) Mention Sense Mapping:
given an anchor < m

l

, e

j

>, we map it to the cor-
responding mention sense to reduce the mention
vocabulary to learn embeddings. If only a men-
tion is given, we map it to several mention senses
that requires disambiguation (Section 3.4). (2)
Entity Representation Learning based on out-
links in Wikipedia pages, we construct a knowl-
edge network to represent the semantic relatedness
among entities. And then learn entity embeddings
so that similar entities on the graph have simi-
lar representations. (3) Mention Representation
Learning given mapped anchors in contexts, we
learn mention sense embeddings by incorporating
both textual context embeddings and entity em-
beddings. (4) Text Representation Learning we
extend skip-gram model to simultaneously learn

word and mention sense embeddings on annotated
text corpus D0. Following (Yamada et al., 2016),
we use wikipedia articles as text corpus, and the
anchors provide annotated mentions1.

We jointly train (2), (3) and (4) by using a uni-
fied optimization objective. The outputs embed-
dings of word and mention are naturally in the
same semantic space since they are different units
in annotated text corpus D0 for text representation
learning. Entity embeddings keep their own se-
mantics in another vector space, because we only
use them as answers to predict in mention repre-
sentation learning by extending Continuous BOW
model, which will be further discussed in Section
3.3.4.

Figure 2 shows a real example of “”
e

Memorial Day

word embeddings w
i

and entity embeddings e
j

keep their own semantic space and are naturally
bridged via the new learned entity title embed-
dings t

l

, which inspires us to globally optimize
the probability of choosing mention senses of all
the phrases of mention names in the given docu-
ment. Since each mention sense corresponds to an
entity, the mention sense disambiguation process
can also be regarded as linking entities to knowl-
edge base in a unsupervised way, which will be
detailed in Section ??.

3.2 Mention Sense Mapping
There are two kinds of mappings: from entities to
mention senses, and from mention names to men-
tion senses. The former is pre-defined at the very
beginning. Given the knowledge Base KB, we ex-
tract entity titles {t

l

} and initialize with multiple
mention senses, where the sense number depends
on how many entities share a common title. The
latter is to find possible mention senses for the
given mention name, which is similar to candidate
mention generation in entity linking task.

Conventional candidate mention generation
generally maintains a list of pairs of mention name
and entity that denotes a candidate reference in
knowledge base for the mention name, and recog-
nizes the mention name in text by accurate string
matching. Or it firstly recognizes possible mention

1We can also annotate text corpus by using NER tool like
python nltk to recognize mentions, and disambiguating its
mapped mention senses as described in Section 3.4. This is
an ongoing work with the goal of learning additional out-of-
KB senses by self-training. In this paper, we will focus on
the effectiveness of our model and the quality of three kinds
of learned embeddings.

…  holds annual [[Independence Day (US)|
Independence Day]] celebrations and other 

festivals …

… early Confederate [[Memorial Day]] 
celebrations were simple, somber occasions for 
veterans and their families to honor the dead …
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predict the context words by maximizing the fol-
lowing objective function:

L
w

=

X

w

i

,m

l

2D0

log P (C(w

i

)|w
i

)

+ log P (C(m

l

)|s⇤
j

)

(6)

where s

⇤
j

= g(< m

l

, e

j

>) is obtained from an-
chors in wikipedia articles.

Thus, similar words and mention senses
will be closed in text space, such as w

film

and s

⇤
Independence Day (film), or w

celebrations

and
s

⇤
Independence Day (US) because they frequently oc-

cur in the same contexts.
Similar to WDS, we maintain a context cluster

for each mention sense, which can be used for dis-
ambiguation given the contexts (Section 5). For
example, in d1 of Figure 2, the context cluster of
s

⇤ consists of all context vectors When encounter-
ing a mention, the context vector

we also maintain a context cluster center µ

⇤
j

for each mention sense s

⇤
j

, which is computed
by averaging all the context vectors belonging
to the cluster. We define context vector as
the average sum of context word embeddings

1
|C(w

i

)|
P

w

j

2C(w
i

) wj

. The cluster center is help-
ful for inducing mention sense in contexts. When
encounter a mention, we map it to a set of mention
senses, and then find the nearest one according to
the distance from its context vector to each men-
tion sense cluster center, which will be discussed
in Section 5.

d1, d2, d3, s
⇤
j

, w

i

/s

⇤
j

s

⇤
Independence Day (US)

P (e

j

|C(m

l

), s

⇤
j

)

P (C(w

i

)|w
i

) · P (C(m

l

)|s⇤
j

) (7)

4.5 Joint Training
Considering all the above representation learning
components, we define the overall objective func-
tion as linear combinations:

L = L
w

+ L
e

+ L
m

(8)

The training of MPME is to maximize the above
function, and iteratively update three types of em-
beddings. Also, we use negative sampling tech-
nique for efficiency (Mikolov et al., 2013a).

5 Mention Sense Disambiguation

MPME learns each mention with multiple sense
embeddings, and each sense corresponds to a con-
text cluster. Given an annotated document D0 in-
cluding M mentions, and their sense sets accord-
ing to Section ??: M⇤

l

= {s

l

j

|sl

j

2 g(m

l

), m

l

2
M}. In this section, we describe how to determine
the mention sense for each mention m

l

in the doc-
ument.

Based on language model, identifying mention
senses in a document can be regarded as maximiz-
ing their joint probability. However, the global op-
timum is expensive, in which each mention gets
an optimum sense, to search over the space of all
mention senses of all mentions in the document.
Thus, we approximately assign each mention in-
dependently:

P (D0
, . . . , s

l

j

, . . . , )

⇡
Y

P (D0|sl

j

) · P (s

l

j

)

⇡
Y

P (C(m

l

)|sl

j

) · P (

ˆN (m

l

)|sl

j

) · P (s

l

j

)

(9)

where P (C(m

l

)|sl

j

) is proportional to cosine sim-
ilarity between context vector and mention sense
cluster center µ

l

j

to measure the mention’s local
similarity, namely local probability.

ˆN (m

l

) denotes neighbor mentions of m

l

co-
occurring in a piece of text (e.g. a document),
and P (

ˆN (m

l

)|sl

j

) is defined as global probabil-
ity since it measures global coherence of neighbor
mentions. The underlying idea is to achieve con-
sistent semantics in a piece of text assuming that
all mentions inside it are talking about the same
topic. In this paper, we regard the mention senses
identified first as neighbors of the rest mentions.

P (s

l

j

) denotes prior probability of a mention
sense occurring in texts proportional to the fre-
quency of corresponding entity in Wikipedia an-
chors:

P (s

l

j

) = (

|A
e

j

|
|A| )

�

� 2 [0, 1]

where � is a hyper-parameter to smooth the
gaps between different entity frequencies, namely
smoothing parameter. It controls the importance5
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predict the context words by maximizing the fol-
lowing objective function:

L
w

=

X

w

i

,m

l

2D0

log P (C(w

i

)|w
i

)

+ log P (C(m

l

)|s⇤
j

)

(6)

where s

⇤
j

= g(< m

l

, e

j

>) is obtained from an-
chors in wikipedia articles.

Thus, similar words and mention senses
will be closed in text space, such as w

film

and s

⇤
Independence Day (film), or w

celebrations

and
s

⇤
Independence Day (US) because they frequently oc-

cur in the same contexts.
Similar to WDS, we maintain a context cluster

for each mention sense, which can be used for dis-
ambiguation given the contexts (Section 5). For
example, in d1 of Figure 2, the context cluster of
s

⇤ consists of all context vectors When encounter-
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we also maintain a context cluster center µ
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, which is computed
by averaging all the context vectors belonging
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the distance from its context vector to each men-
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The training of MPME is to maximize the above
function, and iteratively update three types of em-
beddings. Also, we use negative sampling tech-
nique for efficiency (Mikolov et al., 2013a).

5 Mention Sense Disambiguation

MPME learns each mention with multiple sense
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timum is expensive, in which each mention gets
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encounter a mention, we map it to a set of mention
senses, and then find the nearest one according to
the distance from its context vector to each men-
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function, and iteratively update three types of em-
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will be closed in text space, such as w
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and s
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Independence Day (US) because they frequently oc-
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Similar to WDS, we maintain a context cluster

for each mention sense, which can be used for dis-
ambiguation given the contexts (Section 5). For
example, in d1 of Figure 2, the context cluster of
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⇤ consists of all context vectors When encounter-
ing a mention, the context vector

we also maintain a context cluster center µ
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for each mention sense s
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, which is computed
by averaging all the context vectors belonging
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the average sum of context word embeddings
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ful for inducing mention sense in contexts. When
encounter a mention, we map it to a set of mention
senses, and then find the nearest one according to
the distance from its context vector to each men-
tion sense cluster center, which will be discussed
in Section 5.
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Considering all the above representation learning
components, we define the overall objective func-
tion as linear combinations:
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The training of MPME is to maximize the above
function, and iteratively update three types of em-
beddings. Also, we use negative sampling tech-
nique for efficiency (Mikolov et al., 2013a).

5 Mention Sense Disambiguation

MPME learns each mention with multiple sense
embeddings, and each sense corresponds to a con-
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ing to Section ??: M⇤
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senses in a document can be regarded as maximiz-
ing their joint probability. However, the global op-
timum is expensive, in which each mention gets
an optimum sense, to search over the space of all
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Thus, we approximately assign each mention in-
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Similar to WDS, we maintain a context cluster

for each mention sense, which can be used for dis-
ambiguation given the contexts (Section 5). For
example, in d1 of Figure 2, the context cluster of
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⇤ consists of all context vectors When encounter-
ing a mention, the context vector

we also maintain a context cluster center µ
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for each mention sense s
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, which is computed
by averaging all the context vectors belonging
to the cluster. We define context vector as
the average sum of context word embeddings
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ful for inducing mention sense in contexts. When
encounter a mention, we map it to a set of mention
senses, and then find the nearest one according to
the distance from its context vector to each men-
tion sense cluster center, which will be discussed
in Section 5.
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4.5 Joint Training
Considering all the above representation learning
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The training of MPME is to maximize the above
function, and iteratively update three types of em-
beddings. Also, we use negative sampling tech-
nique for efficiency (Mikolov et al., 2013a).

5 Mention Sense Disambiguation

MPME learns each mention with multiple sense
embeddings, and each sense corresponds to a con-
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senses in a document can be regarded as maximiz-
ing their joint probability. However, the global op-
timum is expensive, in which each mention gets
an optimum sense, to search over the space of all
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for each mention sense, which can be used for dis-
ambiguation given the contexts (Section 5). For
example, in d1 of Figure 2, the context cluster of
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ful for inducing mention sense in contexts. When
encounter a mention, we map it to a set of mention
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the distance from its context vector to each men-
tion sense cluster center, which will be discussed
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function, and iteratively update three types of em-
beddings. Also, we use negative sampling tech-
nique for efficiency (Mikolov et al., 2013a).
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predict the context words by maximizing the fol-
lowing objective function:
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where s
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= g(< m

l

, e

j

>) is obtained from an-
chors in wikipedia articles.

Thus, similar words and mention senses
will be closed in text space, such as w

film

and s

⇤
Independence Day (film), or w

celebrations

and
s

⇤
Independence Day (US) because they frequently oc-

cur in the same contexts.
Similar to WDS, we maintain a context cluster

for each mention sense, which can be used for dis-
ambiguation given the contexts (Section 5). For
example, in d1 of Figure 2, the context cluster of
s

⇤ consists of all context vectors When encounter-
ing a mention, the context vector

we also maintain a context cluster center µ

⇤
j

for each mention sense s

⇤
j

, which is computed
by averaging all the context vectors belonging
to the cluster. We define context vector as
the average sum of context word embeddings

1
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. The cluster center is help-
ful for inducing mention sense in contexts. When
encounter a mention, we map it to a set of mention
senses, and then find the nearest one according to
the distance from its context vector to each men-
tion sense cluster center, which will be discussed
in Section 5.
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4.5 Joint Training
Considering all the above representation learning
components, we define the overall objective func-
tion as linear combinations:

L = L
w

+ L
e

+ L
m

(8)

The training of MPME is to maximize the above
function, and iteratively update three types of em-
beddings. Also, we use negative sampling tech-
nique for efficiency (Mikolov et al., 2013a).

5 Mention Sense Disambiguation

MPME learns each mention with multiple sense
embeddings, and each sense corresponds to a con-
text cluster. Given an annotated document D0 in-
cluding M mentions, and their sense sets accord-
ing to Section ??: M⇤
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M}. In this section, we describe how to determine
the mention sense for each mention m

l

in the doc-
ument.

Based on language model, identifying mention
senses in a document can be regarded as maximiz-
ing their joint probability. However, the global op-
timum is expensive, in which each mention gets
an optimum sense, to search over the space of all
mention senses of all mentions in the document.
Thus, we approximately assign each mention in-
dependently:
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) is proportional to cosine sim-
ilarity between context vector and mention sense
cluster center µ
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j

to measure the mention’s local
similarity, namely local probability.

ˆN (m

l

) denotes neighbor mentions of m

l

co-
occurring in a piece of text (e.g. a document),
and P (

ˆN (m

l

)|sl

j

) is defined as global probabil-
ity since it measures global coherence of neighbor
mentions. The underlying idea is to achieve con-
sistent semantics in a piece of text assuming that
all mentions inside it are talking about the same
topic. In this paper, we regard the mention senses
identified first as neighbors of the rest mentions.

P (s

l

j

) denotes prior probability of a mention
sense occurring in texts proportional to the fre-
quency of corresponding entity in Wikipedia an-
chors:
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where � is a hyper-parameter to smooth the
gaps between different entity frequencies, namely
smoothing parameter. It controls the importance
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predict the context words by maximizing the fol-
lowing objective function:
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will be closed in text space, such as w
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and s
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Independence Day (US) because they frequently oc-

cur in the same contexts.
Similar to WDS, we maintain a context cluster

for each mention sense, which can be used for dis-
ambiguation given the contexts (Section 5). For
example, in d1 of Figure 2, the context cluster of
s

⇤ consists of all context vectors When encounter-
ing a mention, the context vector

we also maintain a context cluster center µ
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for each mention sense s
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, which is computed
by averaging all the context vectors belonging
to the cluster. We define context vector as
the average sum of context word embeddings
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. The cluster center is help-
ful for inducing mention sense in contexts. When
encounter a mention, we map it to a set of mention
senses, and then find the nearest one according to
the distance from its context vector to each men-
tion sense cluster center, which will be discussed
in Section 5.
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The training of MPME is to maximize the above
function, and iteratively update three types of em-
beddings. Also, we use negative sampling tech-
nique for efficiency (Mikolov et al., 2013a).

5 Mention Sense Disambiguation

MPME learns each mention with multiple sense
embeddings, and each sense corresponds to a con-
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cluding M mentions, and their sense sets accord-
ing to Section ??: M⇤
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Based on language model, identifying mention
senses in a document can be regarded as maximiz-
ing their joint probability. However, the global op-
timum is expensive, in which each mention gets
an optimum sense, to search over the space of all
mention senses of all mentions in the document.
Thus, we approximately assign each mention in-
dependently:
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ˆN (m

l

) denotes neighbor mentions of m
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co-
occurring in a piece of text (e.g. a document),
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) is defined as global probabil-
ity since it measures global coherence of neighbor
mentions. The underlying idea is to achieve con-
sistent semantics in a piece of text assuming that
all mentions inside it are talking about the same
topic. In this paper, we regard the mention senses
identified first as neighbors of the rest mentions.
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) denotes prior probability of a mention
sense occurring in texts proportional to the fre-
quency of corresponding entity in Wikipedia an-
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predict the context words by maximizing the fol-
lowing objective function:
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will be closed in text space, such as w

film

and s
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celebrations

and
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⇤
Independence Day (US) because they frequently oc-

cur in the same contexts.
Similar to WDS, we maintain a context cluster

for each mention sense, which can be used for dis-
ambiguation given the contexts (Section 5). For
example, in d1 of Figure 2, the context cluster of
s

⇤ consists of all context vectors When encounter-
ing a mention, the context vector

we also maintain a context cluster center µ
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for each mention sense s
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, which is computed
by averaging all the context vectors belonging
to the cluster. We define context vector as
the average sum of context word embeddings
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. The cluster center is help-
ful for inducing mention sense in contexts. When
encounter a mention, we map it to a set of mention
senses, and then find the nearest one according to
the distance from its context vector to each men-
tion sense cluster center, which will be discussed
in Section 5.
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4.5 Joint Training
Considering all the above representation learning
components, we define the overall objective func-
tion as linear combinations:
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The training of MPME is to maximize the above
function, and iteratively update three types of em-
beddings. Also, we use negative sampling tech-
nique for efficiency (Mikolov et al., 2013a).

5 Mention Sense Disambiguation

MPME learns each mention with multiple sense
embeddings, and each sense corresponds to a con-
text cluster. Given an annotated document D0 in-
cluding M mentions, and their sense sets accord-
ing to Section ??: M⇤
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in the doc-
ument.
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senses in a document can be regarded as maximiz-
ing their joint probability. However, the global op-
timum is expensive, in which each mention gets
an optimum sense, to search over the space of all
mention senses of all mentions in the document.
Thus, we approximately assign each mention in-
dependently:
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sistent semantics in a piece of text assuming that
all mentions inside it are talking about the same
topic. In this paper, we regard the mention senses
identified first as neighbors of the rest mentions.
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Knowledge Space

Text Space

Figure 2: Framework of Multi-Prototype Mention Embedding model.

Mention Sense Mapping To reduce the size of
the mention vocabulary, each mention is mapped
to a set of shared mention senses according to
a predefined dictionary. We build the dictionary
by collecting entity-mention pairs < m

l

, e

j

>

from Wikipedia anchors and page titles, then cre-
ate mention senses if there is a different entity. The
sense number of a mention depends on how many
different entity-mention pairs it is involved.

Formally, we have: M⇤
l

= g(m

l

) =

S
g(<

m

l

, e

j

>) = {s

⇤
j

}, where g(·) denotes the map-
ping function from an entity mention to its men-
tion sense given an anchor. We directly use
the anchors contained in the annotated text cor-
pus D

0 for training. As Figure 2 shows, we re-
place the anchor <July 4th, Independence Day
(US)> with the corresponding mention sense:
s

⇤
Independence Day (US).

Representation Learning Using KB, A and D0

as input, we design three separate models and a
unified optimization objective to jointly learn en-
tity, word and mention sense representations into
two semantic spaces. As shown in the knowledge
space in Figure 2, entity embeddings can reflect
their relatedness in the network. For example,
Independence Day (US) (e1) and Memorial Day
(e3) are close to each other because they share
some common neighbors, such as United States
and Public holidays in the United States.

Word and mention embeddings are learned in

the same semantic space. As two basic units in
D0, their embeddings represent their distributed
semantics in texts. For example, mention Inde-
pendence Day and word celebrations co-occur fre-
quently when it refers to the holiday: Indepen-
dence Day (US), thus they have similar representa-
tions. Without disambiguating the mention senses,
some words, such as film will also share similar
representations as Independence Day.

Besides, by introducing entity embeddings into
our MPME framework, the knowledge informa-
tion will also be distilled into mention sense em-
beddings, so that the mention sense Memorial Day
will be similar as Independence Day (US).

Mention Sense Disambiguation According to
our predefined dictionary, each mention has been
mapped to more than one senses, and learned with
multiple embedding vectors. Consequently, to in-
duce the correct sense for a mention within a con-
text is critical in the usage of the multiprototype
embeddings, especially in an unsupervised way.
Formally, given an annotated document D0, we
determine one sense ŝ

⇤
j

2 M⇤
l

for each mention
m

l

2 D0, where ŝ

⇤
j

is the correct sense.
Based on language model, we design a mention

sense disambiguation method without using any
supervision that takes into account three aspects:
1) sense prior denotes how dominant the sense is,
2) local context information reflects how seman-
tically appropriate the sense is in the context, and



Learning Entity Embeddings from DBpedia	

•  Construct	a	weighted	undirected	graph	G = (E, D) from	DBpedia,	where	E	
is	a	set	of	all	en44es	in	DBpedia	and	dij ∈ D indicates	that	two	en44es	ei	
and	ej	share	some	DBpedia	proper4es.	The	weight	of	dij	,	wij	is	computed	
as:	�
�
�
�
where	pi,	pj	are	the	sets	of	DBpedia	proper4es	of	ei	and	ej	respec4vely.	�
�
	

•  Apply	the	graph	embedding	framework	proposed	by	(Tang	et	al.,	2015)	to	
generate	knowledge	representa4ons	for	all	en44es		
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The image part with relationship 
ID rId13 was not found in the file.

Strategy	3	with	CNN
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Figure 2: Name Tagging Model with Explicit Linguistic Features.

where e 7! t indicates that t is the entity type of e.
We also adopt a neural network model that jointly
learns distributed representations of words and en-
tities from Wikipedia (Yamada et al., 2017; Cao
et al., 2017). Considering all Wikipedia anchor
links as entity annotations, a training corpus can be
created by replacing anchor links with unique en-
tity IDs. Such training corpus can be used to train
the distributed representations of words and enti-
ties simultaneously. For each entity mention m,
we build the vector representation of its context v

t

using the vector representation of each word (ex-
clude entity mention itself and stop words) in the
context. Then we compute cosine similarity be-
tween the vector representation of each candidate
entity v

e

and v

t

, which can be used to measure
similarity between mention and entity p

sim

(m, e).
Following (Huang et al., 2017), we construct a

weighted undirected graph G = (E, D) from DB-
pedia, where E is a set of all entities in DBpedia
and d

ij

2 D indicates that two entities e

i

and e

j

share some DBpedia properties. The weight of d

ij

,
w

ij

is computed as:

w

ij

=

|p
i

\ p

j

|
max(|p

i

|, |p
j

|) (4)

where p

i

, p

j

are the sets of DBpedia properties
of e

i

and e

j

respectively. After constructing the
knowledge graph, we apply the graph embedding
framework proposed by (Tang et al., 2015) to gen-
erate knowledge representations for all entities in

the KB. We compute cosine similarity between
the vector representations of two entities to model
coherence between these two entities coh(e

i

, e

j

).
Given a entity mention m and its candidate entity
e, we defined coherence score as:

p

coh

(e) =

1

|C
m

|
X

c2Cm

coh(e, c) (5)

where C

m

is the union of entities for coherent
mentions of m.

Finally, we combine these measures and com-
pute final score for each candidate entity e.

NIL Clustering: For entity mentions that can-
not be linked to the KB, we apply heuristic rules
described in Table 1 to cluster these NIL entity
mentions. For each cluster, we assign the most fre-
quent entity mention as the document-level canon-
ical mention.

2.2 Spanish EDL
The Spanish Entity Detection and Linking sys-
tem is based on the Illinois Cross Lingual Wikifier
(Tsai and Roth, 2016; Tsai et al., 2016).

Named Mention Extraction: The Illinois
Cross Lingual Wikifier (XLWikifier) extends the
publicly available Illinois Named Entity Recog-
nition (NER)(Ratinov and Roth, 2009; Redman
et al., 2016) system to detect named entities in
the cross lingual setting. The cross-lingual NER
is language independent, leveraging wikification



Impact of Joint Embeddings on Entity Linking	

20	

CEAFm	P	 CEAFm	R	 CEAFm	F1	
Baseline	 0.762		 0.843		 0.801	
+	Joint	word	and	en4ty	
embeddings	from	Wikipedia	

0.791		 0.875		 0.831	

+	En4ty	embedding	from	
DBpedia	

0.812	 0.897		 0.852	

•  Unsupervised	en4ty	linking	based	on	salience,	similarity	
and	coherence	

•  Tested	on	EDL16	perfect	English	NAM	men4ons	



Resources and Demos	
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Systems, Data and Resources Publicly Available	
	

§  Re-trainable	Systems:	
§  h_p://blender02.cs.rpi.edu:3300/elisa_ie/api	
§  Source	code	base	available	for	government	users	upon	
requests	

§  Tri-lingual	EDL	is	being	integrated	into	CoreNLP	and	hope	
to	release	in	2017	

§  Data	and	Resources:	
§  h_p://nlp.cs.rpi.edu/wikiann/	

§  Demos:	
§  h_p://blender02.cs.rpi.edu:3300/elisa_ie	
§  h_p://blender02.cs.rpi.edu:3300/elisa_ie/heatmap	
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Demo 1: Cross-lingual Entity Discovery and 
Linking for 282 Languages	

	
§  h_p://blender02.cs.rpi.edu:3300/elisa_ie	
§  h_p://blender02.cs.rpi.edu:3300/elisa_ie/heatmap	
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Cross-lingual Entity Discovery and Linking 
for 282 Languages (Cont’)	
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Cross-lingual Entity Discovery and Linking 
for 282 Languages (Cont’)	
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IE Application Example: Disaster Relief	
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Cross-lingual Entity Discovery and Linking 
for 282 Languages (Cont’)	

§  h_p://blender02.cs.rpi.edu:3300/elisa_ie/heatmap	

27	


