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Abstract. Within this article, we sketch the set of generic tools we have de-

vised and used within the summarization process and the domain of summary
evaluation, focusing on how the tools were used within the TAC 2008 summa-

rization update challenge. The tools have a common underlying theory and

provide utility in various aspects of the Natural Language Processing domain.
Within this study we elaborate on query expansion, content matching and

filtering, redundancy removal as well as summary evaluation.

1. Introduction

We have been developing methods of text representation and corresponding algo-
rithms that may offer generic utility on NLP tasks. Within the scope of this research
we have used the n-gram graph representation, which offers rich information on the
cotopy and contextual relations between character or word n-grams, throughout
the whole pipeline of the proposed summarization system. The application of the
aforementioned representation and a set of generic algorithms on the tasks of multi-
document summary extraction and automatic evaluation of summaries have offered
promising results and interesting conclusions.

The presented representation and algorithms have specifically been used in query
expansion, content matching and filtering, and redundancy removal, within the
summarization system. However, the summarization system is only a prototype,
lacking the sophistication to sketch the method’s true potential. We have also used
the AutoSummENG evaluation method [GKVS08] on the TAC 2008 corpus with
promising results.

2. System Overview

The system we have developed and applied on the TAC 2008 corpus is a proto-
type system, based on a few basic concepts and practices of existing summarization
literature. In brief, the system finds sentences that contain chunks of words re-
sembling the query text and adds the most promising sentences to the candidate
summary, making sure no information is repeated. The process is repeated un-
til we reach the desired length of summary text. Within our runs we have used
a variation of the system that applies trivial query expansion on the queries be-
fore judging promising sentences. The simple process we have adopted poses the
questions about how the query and the candidate sentences are represented, how
similarity is measured between sentences and the query, how the query expansion
is performed and how redundancy is avoided when selecting sentences. Within the



following sections we elaborate on the answers of these questions, but first we in-
troduce the reader to the representation and corresponding algorithms that have
been used throughout the whole system.

2.1. Representation and Basic Algorithms. In the domain of natural lan-
guage processing, there have been a number of uses for the analysis of texts in
n-grams. An n-gram is a, possibly ordered, set of words or characters, containing
n elements. N-grams have been used in summarization and summary evaluation
[BV04, LH03, CS04]. In the automatic summarization domain, n-grams appear
as word n-grams, as happens in the ROUGE/BE family of evaluator methods
[HLZ05, Lin04]. Another related application is the n-gram fuzzy matching, which
detects similar portions of text, even if other words appear between the n-gram
words in the text [Lin04].

Trying to remain language independent, while allowing for different types of the
same word, as well as trying to capture higher order relations between words (i.e.
“neighbor of a neighbor” and sequence information), our method represents texts
by using character n-grams positioned within a context-indicative graph. We shall
call this construct an n-gram graph.

To create the n-gram graph, a window of length Dwin runs over the summary
text. We consider the window to be centered at the beginning of the current n-
gram, we will call N0. If N0 is located at position p0 in the text, then the window
will span from p0 − [Dwin

2 ] to p0 + [Dwin
2 ], taking into account both preceding and

following characters or words. An edge is created for every n-gram that can be
found within the given window, near N0. Each neighbourhood indicative edge is
weighted based on the number of window co-occurrences of the neighbours within
the text. Therefore, if we find the n-gram “do” to be within neighborhood distance
from the n-gram “it” five times within a given text, the corresponding graph will
contain an edge between “do” and “it” and this edge will have a weight of 5.

To represent a character sequence or text we can use a set of n-gram graphs, for
various n-gram ranks (i.e. lengths), instead of a single n-gram graph. To compare
a sequence of characters in the form of a chunk, a sentence, a paragraph or a
whole document, we apply variations of a single algorithm that acts upon the n-
gram graph representation of the character sequences. The algorithm is actually a
similarity measure between two n-gram graph sets corresponding to two texts T1

and T2.
To compare the texts (or character sequences in general) T1 and T2, we need

to compare their representations. Given that the representation of a text Ti is a
set of graphs Gi, containing graphs of various ranks, we use the Value Similarity
(VS) for every n-gram rank, indicating how many of the edges contained in graph
Gi are contained in graph Gj , considering also the weights of the matching edges.
In this measure each matching edge e having weight wi

e in graph Gi contributes
VR(e)

max(|Gi|,|Gj |) to the sum, while not matching edges do not contribute (consider that
if an edge e /∈ Gi we define wi

e = 0). The ValueRatio (VR) scaling factor is defined
as:

(1) VR(e) =
min(wi

e, w
j
e)

max(wi
e, w

j
e)



The equation indicates that the ValueRatio takes values in [0, 1], and is symmetric.
Thus, the full equation for VS is:

(2) VS(Gi, Gj) =

∑
e∈Gi (µ(e,Gj)× min(wi

e,wj
e)

max(wi
e,wj

e)
)

max(|Gi|, |Gj |)

µ(e,Gj) is the membership function, which returns 1 if e belongs to Gj , else it
returns 0. VS is a measure converging to 1 for graphs that share both the edges
and similar weights, which means that a value of VS = 1 indicates perfect match
between the compared graphs. Another important measure is the Averaged Value
Similarity (AVS), which is computed as:

(3) AVS(Gi, Gj) =
V S

min(|Gi|,|Gj |)
max(|Gi|,|Gj |)

The fraction SS(Gi, Gj) = min(|Gi|,|Gj |)
max(|Gi|,|Gj |) , is also called Size Similarity. The overall

similarity VSOof the sets G1,G2 is computed as the weighted sum of the VS over
all ranks:

(4) VSO(G1,G2) =

∑
r∈[Lmin,LMAX] r ×VSr∑

r∈[Lmin,LMAX] r

where VSr is the VS measure for extracted graphs of rank r in G, and Lmin, LMAX

are arbitrary chosen minimum and maximum n-gram ranks.
Given two instances of n-gram graph representation G1, G2, there is a number

of operators that can be applied on G1, G2 to provide the n-gram graph equivalent
of union, intersection and other such operators of set theory. For example, let
the the merging of G1 and G2 corresponding to the union operator in set theory
be G3 = G1 ∪ G2, which is implemented by adding all edges from both graphs
to a third one, while making sure no duplicate edges are created. Two edges are
considered duplicates of each other, when they share the equal vertices1. The
invention of the operator is actually non-trivial, because a number of questions
arise, such as the handling of weights on common edges after a union operation. In
our implementation we have decided that in the union operator will average existing
edge weights for every common edge into the corresponding new graph edge2.

Overall, we have defined the following operators.
• The merging or union operator ∪, returning all the edges of two graphs,

both common and uncommon, with averaged weights where applicable.
• The intersection operator ∩, returning the common edges of two graphs,

with averaged weights.
• The delta operator (also called all-not-in operator) 4 returning the sub-

graph of a graph G1 that is not common with a graph G2. This operator
is non-symmetric, i.e. G1 4G2 6= G2 4G1, in general.
• The inverse intersection operator 5 returning all the edges of two graphs

that are not common between them. This operator is symmetric, i.e. G15
G2 = G2 5G1.

1The equality between vertices can be customized. Within our applications two vertices are

the same if they refer to the same n-gram, which can be checked by simple string matching.
2We do not provide formalized futher definitions of the operators, because of space limitations.



Finally, the empty graph ∅ is considered to be a graph with no nodes and no
edges.

2.2. Content matching and filtering. Concerning the content matching part of
the presented summarization system, the following basic assumptions have been
made.

• The content CU of a text set (corpus) U is considered to be the intersection
of all the graph representations of the texts in the set: CU =

⋂
t∈Ut.

• A sentence S is considered more similar to the content CU of a text set, as
more of the sentence’s chunks (sub-strings of a sentence) have an n-gram
graph representation similar to the corresponding content representation.
Every chunk’s similarity to the content counts for the overall similarity of
a sentence to the content.

The chunks of a sentence are extracted using an entropy-based approach. We
first use a corpus, that can be different from the given corpus, to determine the
probability P (c|Sn) that a single given character c will follow a given character n-
gram Sn, for every character c apparent in the corpus. The probabilities can then
be used to calculate the entropy of the next character for a given character n-gram
Sn.

The entropy measure indicates uncertainty, thus we have supposed that sub-
strings of a character sequence where the entropy of P (c|Sn) surpassed a statis-
tically computed threshold represent candidate delimiters. Within the text to be
chunked we seek the delimiters, after the end of which a new chunk begins. In our
application we have only checked for unigrams, simple letters, as delimiters even
though delimiters of higher rank can be determined. So, given a character sequence
Sn and a set of delimiters D, our chunking algorithm splits the string after every
occurrence of a delimiter d ∈ D.

Given the content definition and the chunking process, each sentence is assigned
a score, which is actually the sum of the similarities of its chunks to the content.
This process offers an ordered list of sentences. Then, a naive selection algorithm
would select the highest-scoring sentences from the list, until the summary word
count limit is reached. However, this would not take redundancy into account and
thus this is where redundancy removal comes in.

2.3. Redundancy Removal - Intra-summary and User-modeled Redun-
dancy. The redundancy removal process has two aspects, the intra-summary re-
dundancy and the inter-summary or user-modeled redundancy. The intra-summary
redundancy refers to the redundancy of a sentence in a summary, given the rest
of the content of the summary. The inter-summary or user-modeled redundancy
refers to the redundancy of information apparent when the summarization process
does not take into account information already available to the reader.

In order to ensure intra-summary non-redundancy, one has to make sure that ev-
ery sentence added only minimally repeats already existing information. To achieve
this goal, we use the following process:

• Extract the n-gram graph representation of the summary so far, indicated
as Gsum.
• Keep the part of the summary representation that does not contain the

content of the corresponding document set U, G′sum = Gsum 4 CU.



• For every candidate sentence (in the ranked list) that has not been already
used

– extract its n-gram graph representation, Gcs.
– keep only G′cs = Gcs 4 CU, because we expect to judge redundancy

for the part of the n-gram graph that does not refer to the necessary
content.

– assign the similarity between G′cs, Gsum′ as the sentence redundancy
score.

• For all candidate sentences (in the ranked list)
– Set the score of the sentence to be its rank based on the similarity to
CUU minus the rank based on the redundancy score.

• Select the sentence with the highest score as the best option and add it to
the summary.
• Repeat the process until the word limit has been reached or no other sen-

tences remain.

In the TAC 2008 corpus, systems are supposed to take into account the first of
two sets per topic, set A, as prior user knowledge for the summary of set B of the
same topic. We have used the content of the given set A, CUA, in the redundancy
removal process by further merging the content of set B, CUB , to Gsum after the
first step of the process. In other words, the content of set A appears to always
be included in the current version of the summary and, thus, new sentences avoid
redundancy.

2.4. Query Expansion. Query expansion is based on the assumption that a set
of words related to an original query can be used as part of the query itself to
improve the recall and usefulness of the returned results. In the literature much
work has indicated that query expansion should be carefully applied in order to
improve results [Voo94, QF93].

In our approach, we have used query expansion in a very simplistic way, looking
up all query words in WordNet [MBF+90] and appending the resulting “overview of
senses”-contained words to the query. This approach does not function effectively,
because much noise is inserted within the query; on the other hand, this exper-
imentation with query expansion offers some insight concerning the usefulness of
query expansion for our approach on the query-based summarization task.

More precisely, in the query expansion process we use a data structure we call
semantic index. The semantic index represents links between n-grams and their
semantic counterparts, implemented as WordNet definitions. The semantic index
also supplies a facility to compare the meanings of two terms, by comparing the
n-gram graph representation of their WordNet definitions. The semantic index uses
another construct, called the Symbolic Graph, to link n-grams of various ranks, in-
dicating which n-gram consists of which n-grams of lower rank. Thus, the semantic
index can extract the meaning of n-grams that do not have a meaning on their own
(e.g. sub-word parts), by assigning to an n-gram the meanings of any sub-n-grams
it comes from. Only n-grams that have a definition in the WordNet are directly
assigned a definition; all other n-grams inherit the meaning from their constituents.

For example, if we do not have a definition for the word “superman”, but we
have the definitions of “super” and “man”, then our algorithm will return the joined
meaning of “super” and “man”. This helps assign meaning, even if a spelling error



has been made, or the word is complex and no direct meaning has been attached
to it.

For a given word w, a set of senses’ overviews is returned by the semantic in-
dex; from these senses si, i > 0 we only utilize senses sj with graph representa-
tions Gsj

that have more in common with the content CU than a given threshold:
Gsj
∩ CU 6= ∅ and VS(Gsj

, CU) > t, t ∈ R+. Finally, the query is integrated in the
content definition by merging the representation of the original query Gq and the
representations Gsj of all the j additional extracted senses to the original content,
giving a new query-based content definition CU

′. Having calculated CU
′, we can

judge important sentences simply by comparing the graph representation of each
sentence to the CU

′.
Even though the query expansion process was finally rather successful, in the

original query expansion process noise was added, due to chunks like “an”, “in” and
“o” which were directly assigned the meanings of “angstrom”, “inch” and “oxygen”,
correspondingly (also see experiments in section 3.2). This lowered the evaluation
scores of our submitted runs. Using the senses’ filter as shown here, the deficiency
has been avoided.

2.5. Summary Evaluation. The representations and algorithms we have imple-
mented3 and presented briefly in section 2.1 were primarily used for evaluation
purposes. The method is called AutoSummENG [GKVS08] and uses the character
n-gram graph representation to represent both model and peer summaries, further
applying the value similarity measure to compare a given summary to a set of mod-
els. The average similarity over model summaries of a given peer summary offers
the summary score. The average of the summary scores of a given system offers
the system score.

The parameters of the evaluation method include the minimum and maximum
character n-gram sizes taken into account, as well as the maximum distance between
n-gram taken into consideration to form the edges between neighboring n-grams.
These parameters are derived from an a priori parameter estimation process that
separates n-grams into meaningful ones, called symbols, and useless ones, called
non-symbols. The distinction between symbols and non-symbols is based on sta-
tistical measures (see [GKVS08] for more on symbols, non-symbols and parameter
estimation) and, as such, is language independent.

3. Experiments

The experiments conducted upon the TAC 2008 corpus were numerous, mostly
to research aspects of the summarization process, but also to test our evaluation
method upon the extracted summaries. Therefore, the experiments conducted are
divided into the following categories.

Summary evaluation: We have applied our summarization system evalua-
tion method to see how it correlates to human judgement. Furthermore, we
have tried to create a complex evaluation method, based on the results of
existing evaluation methods (like ROUGE/BE and AutoSummENG) and

3The toolkit used throughout the summarization process, as well as its evaluation
part is called JInsect and is publicly available at http://www.ontosum.org/?q=static/

AutomaticSummarization under LGPL licence.



AutoSummENG to ... Spearman Kendall Pearson
Overall Responsiveness 0.8953 (< 0.01) 0.7208 (< 0.01) 0.8945 (< 0.01)
Linguistic quality 0.5390 (< 0.01) 0.3819 (< 0.01) 0.5307 (< 0.01)

Table 1. Correlation of the system AutoSummENG score to hu-
man judgement for peers only (p-value in parentheses)

AutoSummENG to ... Spearman Kendall Pearson
Overall Responsiveness 0.3788 (< 0.01) 0.2896 (< 0.01) 0.3762 (< 0.01)
Linguistic quality 0.1982 (< 0.01) 0.1492 (< 0.01) 0.1933 (< 0.01)

Table 2. Correlation of the summary AutoSummENG score to
human judgement for peers only (p-value in parentheses)

have tried to argue on why evaluation results cannot be significantly im-
proved simply by using combinations of these methods. Throughout the
next experiments AutoSummENG has been used to provide the measure of
summary quality.

Query expansion: We have tested whether query expansion improves the
overall quality of our summarization system.

We have purposely left out of the experiments the content selection and filtering
method, because it is rather elementary and much has to be researched in order
to achieve efficiency. It should be noted that we have used an elementary sentence
splitter based on regular expressions, which further lowered performance. However,
heavy experimenting with various parameters is ongoing and we plan to offer more
promising results in future versions of the system. The current version of the
summarization system offers a performance in the lower ranks of the evaluation on
the TAC 2008 corpus, with system IDs 9 and 39 for the two runs based on different
configurations (with and without query expansion).

3.1. Summary evaluation. Two aspects of the summary evaluation method have
been examined:

• the correlation (Spearman’s rho, Kendall’s tau and Pearson correlation)
of the system evaluation scores to the human system judgements (average
overall responsiveness and average grammaticality). The system evaluation
scores are calculated by the average scores of the summaries provided by a
single system.
• the correlation of the summary evaluation scores to human judgement

(overall responsiveness and linguistic quality). The summary evaluation
score is the AutoSummENG score of a single summary given a set of model
summaries.

The tables 1 and 2 indicate two important aspects of the summarization evalu-
ation. The first has to do with the fact that the AutoSummENG method is good
enough to judge system performance rankings. The second indicates that we should
research a measure to indicate summary performance, in contrast to system per-
formance. The latter problem is much harder and would also solve the system
ranking problem, as the system performance is calculated as the average of the
system summaries’ performance.



We attempted to create a meta-estimator of system quality using n-grams of
various ranks both at the word and character level. The performance of each
system was described as a vector, the dimensions of which were the AutoSummENG
performance of the system for different configurations (various n-gram sizes, word
or character n-grams, various window sizes) as well as ROUGE/BE values. The
performance only shifted slightly, which could be the work of chance and on some
methods it even performed worse than a single evaluation method. The meta-
estimator was created using a set of various machine learning techniques (decision
trees, linear regression, multi-layer perceptron, SVM-based regression) but all had
the same results: no significant change. We also tried using Principal Component
Analysis (see [TK03] for more) to determine more important features, but little
changed since it showed that all features should be used equally into a single vector.
This have us a hint that using existing evaluation techniques combined does not
offer the expected results. The reason for this can be explained by correlation: the
results of existing evaluation methods are highly correlated statistically (also see
[Dan05, Dan06]). This is normal, because they all aim to give an overall judgement
of responsiveness. But, how about the other textual quality aspects?

We note that the correlation between overall responsiveness and linguistic quality
is 0.3788 (Kendall’s tau, p-value < 0.01). This means that they are correlated, but
not strongly. We also deduce from the table that there are aspects of textual quality
that cannot be well estimated at this point in time, like the linguistic quality. As
this quality is important and not strongly correlated to the overall responsiveness
measure, it seems that the reason for not being able to surpass the current level
of performance in evaluating summaries and summarization systems is that we
lack statistically independent judgements concerning orthogonal aspects of textual
quality. If these judgements were performed, we would be able to judge quality
better as a composition of the independent judgements.

3.2. Query expansion. As already noted, two runs were submitted based on our
summarization system with system IDs 9 and 39. The run with ID 9 used query
expansion, while the one with ID 39 did not. We have tried to see whether query
expansion offers improvement over the original configuration. To judge the perfor-
mance of the system we have performed a t-test over the summary AutoSummENG
scores, which according to a Cramer-von Mises test [Tho02] can be considered nor-
mal. More precisely, we tested the average scores of the summaries (compared to
all the corresponding topic models) in a paired t-test: the difference in the means
of performance values was lowered by 0.07 (p-value < 0.01) when using the query
expansion.

The original query expansion process (used in the submitted runs), simply ex-
tended the query by concatenating the overview of senses returned by the concept
extraction process to the original query. This induced much noise, as shown in
example 3.1.

Example 3.1. Query: Airbus A380 Describe developments in the production and
launch of the Airbus A380.
Expansion terms: air angstrom, angstrom unit, A describe, depict, draw devel-
opment inch, in production angstrom, angstrom unit, A establish, set up, found,
launch oxygen, O, atomic number 8 air angstrom, angstrom unit, A



However, after the use of filtering on the senses, using the exact same algorithms
and representation which was utilized throughout the system, we easily managed to
only extract relevant senses. Even though in the original runs the query expansion
module seriously worsened the results, after applying this simple sense filtering
the performance was slightly improved. The example 3.2 shows the result of the
improved expansion process over the query of example 3.1.

Example 3.2. Expansion terms: air, describe, depict, draw, development, produc-
tion

As shown in the literature, query expansion should be implemented very care-
fully to offer improvement over non-expansion results. It should be noted that a
paired t-test over the average summary performance per topic gave a 0.00005 differ-
ence between the means of summary AutoSummENG average values. This value
accounts to about 0.1% of the standard deviation of the AutoSummENG values
of all systems and, consequently, is not unimportant. It should be noted that the
query expansion process most of the times offered few or no new words. However,
the times it did provide new words, these words must have been useful, since the
overall performance was slightly improved.

4. Future work

The summarization system we have implemented uses a common set of principles
to face the problem of summarization from multiple documents. These principles
depend on the wide applicability of a set of algorithms concerning the graph rep-
resentation of texts, as well as on the operators that can be applied upon these
representations. Even though the application has proved to be very promising on
the summary evaluation domain, its performance as a generic tool for summariza-
tion modules depends on its exact use. In our case, the results indicated that
there is much space for improvement, especially in basic functions of the system,
as the sentence splitting module, that can seriously affect the quality of the output
summary.

The experiments related to our summarization system specifically indicated that

• it is non-trivial to add query expansion techniques to improve the results
summaries. The use of the designated query expansion method only slightly
improves performance, given the described selection process. Further ex-
periments should determine the optimal balance between strictness in the
selection of relevant senses for the expansion and usefulness of the expansion
module.
• we can extract senses from a text chunk by using statistial methods, like

entropy-based chunking, and algorithms like the ones implemented in the
Semantic Index and the Concept Extractor (see section 3.2). It would
be interesting to attempt evaluation using a representation based on the
extracted senses of a text and not its original form.
• the same approaches used for the summary evaluation process can be used

to test redundancy and impose redundancy removal within the summariza-
tion process.
• the system we have implemented does not use any machine learning tech-

niques, but offers promising results. This hints us that the combination of



the generic tools described herein together with machine learning optimiza-
tion may offer even more positive results.

The experiments concerning AutoSummENG evaluation method indicated that:
• the correlation between existing evaluation methods and the measures of

overall responsiveness and linguistic quality is rather different. This hints
the need for new evaluation measures aiming for other aspects of a summary.
• the correlation of existing evaluation methods’ results does not allow for

an efficient combination of them as a new evaluation measure. In terms of
information, very little is offered from the use of a second method in our ef-
fort to evaluate a system. This means that the axes of evaluation should be
uncorrelated to each other, in order to function as independent judges and
allow for the invention of a composite evaluation method through machine
learning.
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