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Abstract

This paper is a summary of the 2008 TRECVid Event
Detection evaluation track. TRECVid is a laboratory-style
evaluation that aims to model real world situations or sig-
nificant component tasks. The event detection evaluation
was organized to address detection of a set of specific events
that would be of potential interest to an operator in the
surveillance domain. This paper describes the video data,
evaluation tasks, evaluation metrics, and results of the event
detection evaluation.

1. Introduction

TRECVid [14] is a laboratory-style evaluation series co-
ordinated by the National Institute of Standards and Tech-
nology (NIST) that is intended to provide a research, de-
velopment, and evaluation testbed for video/multimedia
analysis and content-based retrieval technologies. It pro-
vides large realistic datasets, common metrics, and a fo-
rum for technical information interchange. The annual se-
ries includes a post-evaluation workshop where the eval-
uation results and approaches are discussed. TRECVid
evaluation tracks (tasks) have recently included automatic
segmentation, indexing, content-based retrieval of digital
video (broadcast news in English, Arabic, and Chinese),
high-level feature extraction, search (interactive, manually-
assisted, and/or fully automatic), and content-based copy
detection.

In 2008, a new event detection evaluation track was cre-
ated within TRECVid. The goal of the evaluation track
was to support the development of technologies to detect
visual events (people engaged in particular activities) in
a large collection of video data. The evaluation was im-
plemented by NIST using 100 h. of multi-camera airport
surveillance domain data collected by the UK Home Of-
fice and was ground-truthed by the University of Pennsyl-
vania’s Linguistic Data Consortium. The primary goal of

the evaluation track was to present the research community
with a minimally constrained evaluation task representing a
variety of computer vision challenges and a realistic anno-
tated video dataset. The secondary goal of the evaluation
was to create a realistic baseline of the state-of-the-art, both
to gauge the maturity of the technologies regarding future
behavior-based video surveillance applications and to accel-
erate research in this area. With a few notable exceptions,
previous computer vision evaluation challenges employing
small amounts of data that enabled researchers to imple-
ment impractical-to-field algorithms that run in hundreds or
thousands of times realtime. The TRECVid Event Detec-
tion evaluation sought to address the deficiencies of these
efforts with regard to visual event/activity detection along
several dimensions:

1) Realistic data: the dataset was realistic for the
surveillance domain in terms of size, duration, environ-
ment/scene complexity, people movement and interaction,
and (realistically low) density of the target events per hour
of video.

2) Naturally-occurring target events: the target event
set was developed from an analysis of the data with needs
of surveillance applications in mind – events were natu-
rally occurring and of varying complexity, duration, and fre-
quency.

3) Human-centered event definitions: minimally con-
strained descriptive (rather than the more traditional pre-
scriptive) event definitions were used that did not arbitrarily
exclude event occurences due to occluded persons or ob-
jects.

4) Temporally-oriented tasks: the task was defined
with temporal rather than spatial extents; temporal-based
metrics shifted the focus from the traditional spatial detec-
tion and clip detection domains to the temporal domain –
thus enabling an expansion of the annotated data by orders
of magnitude (and creating a requirement for faster algo-
rithms), and a realistic examination of detection tasks where
the prior probability of detection is relatively low.

5) Significant data: the amount of collected data was
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sufficiently large (100 h.) to estimate performance for low-
frequency events. The dataset was divided in half: 50 h. of
evaluation data and 50 hours of training/development data.
The quantity of development data supports novel research in
automatic modeling techniques. The dataset and accompa-
nying annotations were two orders of magnitude larger than
previous comparable datasets (ETISEO 2006 [1], AVSS
2007 [8], and PETS 2009 [3]).

Previous visual event/activity detection evaluations have
been extremely constrained and under-resourced with re-
gard to the above dimensions. This has resulted in signifi-
cantly overstating performance. These incrementally more
difficult evaluations, while having provided the computer
vision research community with attainable goals, did not
provide a point of reference for the true maturity of the tech-
nology’s ability to address real application challenges. It is
important to complement these formative evaluations with
a more realistic picture of the challenges that are yet to be
addressed as well as sufficient resources to carry out the
research to address these challenges. These challenges in-
clude achieving robustness, real-time processing speed, and
accuracy. The TRECVid Event Detection evaluation sup-
ports these needs and has provided an important baseline
against which the next several years of progress can be mea-
sured.

2. Evaluation overview

2.1. Evaluation tasks

The event detection evaluation included two tasks: retro-
spective event detection and freestyle analysis.

2.1.1 Retrospective Task

For the retrospective task, participants were given a tex-
tual definition of an event for which their automatic sys-
tems were required to temporally locate (via a start and end
time) all observations of the event within a single camera
view. For each detected event observation, systems were to
provide a numeric “detection score” indicating the strength
of evidence that the event occurred, and a binary deci-
sion (based on a threshold applied to the detection score)
whether or not the event occurred, so as to optimize against
a single metric. Researchers were asked to build algorithms
to detect at least three of a set of ten pre-defined events (see
section 2.3 for the event defintions). The task was retrospec-
tive because systems could perform multiple passes over the
video prior to outputting a list of putative event observa-
tions. To simplify the retrospective task, systems were not
required to make use of the cross-camera synchronization.

Figure 1. London Gatwick Airport camera views.

2.1.2 Freestyle Task

In the freestyle task, participants were asked to define tasks
that are pertinent to the airport video surveillance domain
and that could be implemented on the dataset. Freestyle
submissions were required to include a rationale, clear def-
initions of the task, performance measures, reference anno-
tations, and baseline system implementation.

2.2. Data

The 2008 dataset consisted of about 100 h. of indoor air-
port surveillance video collected in a busy airport environ-
ment by the United Kingdom (UK) Home Office Scientific
Development Branch (HOSDB). The dataset utilized five
frame-synchronized cameras on ten different days, record-
ing for about two hours each day. It was collected in the
same location and using the same equipment as the Imagery
Library for Intelligent Detection System’s (iLIDS) multiple
camera tracking scenario [7].

The dataset was divided into equally-sized development
and evaluation subsets. The videos were distributed as
Moving Picture Experts Group (MPEG)-2 compressed, de-
interlaced, Phase Alternating Line (PAL) format, 720 x 576
resolution, 25 frames/second files. Because of the size of
the dataset, both the development and evaluation video data
were released at the same time to allow for the most com-
pute time for feature extraction, tracking algorithms, etc.

The camera views are shown in Figure 1. The views
show (from left to right, top to bottom) a controlled ac-
cess door, a waiting area with benches, a waiting area with
kiosks, an elevator close-up view, and a transit area.

2.3. Annotation

The events used for 2008 (listed below) were chosen
based on their range of expected difficulty. They are briefly
defined as follows:

1. CellToEar: someone puts a cell phone to his/her ear.

2. ElevatorNoEntry: elevator doors open with a person



waiting in front of them, but the person does not get in
before the doors close.

3. Embrace: someone puts one or both arms at least part
way around another person.

4. ObjectPut: someone drops or puts down an object.

5. OpposingFlow: someone moves through a controlled
access door opposite to the normal flow of traffic.

6. PeopleMeet: one or more people walk up to one or
more other people, stop, and some communication oc-
curs.

7. PeopleSplitUp: when one or more people separate
themselves from a group of two or more people, who
are either standing, sitting, or moving together com-
municating, and then leaves the frame

8. PersonRuns: someone runs.

9. Pointing: someone points.

10. TakePicture: someone takes a picture.

These events represented several different types of ac-
tions such as: single person tracking (events 2, 5, 8), sin-
gle person interacting with objects (events 1, 4, 10), multi-
person tracking people interaction (events 3, 6, 7), and body
limb movement (events 1, 3, 4, 9, 10), which pose difficult
computer vision challenges. The events were defined in an
annotation guidelines document [13], which was created in
order to define the characteristics of the events for anno-
tators as well as system developers. The guidelines were
designed to be simple in order to reasonably capture human
intuition and not artificially constrain the tasks. Event ob-
servations were made according to a “reasonable interpreta-
tion rule.” The rule was, “if according to a reasonable inter-
pretation of the video, the event must have occurred, then
it is a taggable event.” The videos were annotated by the
Linguistic Data Consortium (LDC) using the Video Perfor-
mance Evaluation Resource (ViPER) tool [2]. Annotations
were represented in a ViPER XML format to encode each
observation’s time interval. Annotators were given 5 events
to annotate for each pass over the data. 5 % of the data was
dually annotated to study consistence rates.

Figure 2 shows the rates of instances of each event per
hour (called RateTarget) for both the development and
evaluation datasets. The graph shows the select events have
a wide range of occurrence frequencies. The rates of oc-
currence for the OpposingFlow and TakePicture events in-
dicate that a 50 h. test set is too small based on the Rule
of 301[16]. Nevertheless, they are highly relevant to the

1To be 90 % confident that the true error rate for a binary detection task
is within +/- 30 % of the measured error rate, the dataset must be large
enough for 30 errors to occur.

Figure 2. The density of event observations in the development and
evaluation datasets.

surveillance application and were therefore kept in the eval-
uation. For the ObjectPut and Pointing events, there was
some disparity in their rates of occurrence in the develop-
ment vs. the evaluation datasets which reflects a change in
the annotation specification.

2.4. Evaluation Procedure

The retrospective event detection task was defined as a
detection task in which system performance was measured
in terms of missed detection and false alarm rates. The eval-
uation procedure, which is closely related to the procedure
that was used for the NIST Spoken Term Detection eval-
uation [5], was composed of three steps: (1) the system
outputs were aligned to ground truth, (2) a Decision Error
Tradeoff [10] (DET) curve was computed to graphically de-
pict the interaction of the two error types, and (3) the DET
curve was analyzed to find the Minimal Normalized Detec-
tion Cost Rate and the Actual Normalized Detection Cost
Rate. The following section is a summary of the evaluation
procedures, which are more fully documented in the evalu-
ation plan [6].

2.4.1 System Output/Reference Alignment

Event instances (observations) could occur at any time in
the video and have any duration. Therefore, the evalua-
tion did not rely on an arbitrary predefined segmentation
scheme. In order to determine which observations were
correctly detected, an optimal, one-to-one alignment be-
tween system observations and reference observations was
found which minimized the error rates. Alignment was per-
formed using the Hungarian solution to the bipartite graph



matching problem[15], in which system observations were
represented as one set of nodes and reference observations
were represented as a second set of nodes. Correct de-
tections were mapped nodes based on a kernel function
that measured the temporal similarity between the anno-
tated reference event observations and the system-generated
event observations combined with the system’s detection
scores. Missed detections were unmapped reference nodes
and false alarms were unmapped system nodes.

2.4.2 Decision Error Tradeoff Curves

The performance of the computer vision algorithms were
assessed using a variation of the Detection Error Tradeoff
(DET) curve [10]. Traditionally, DET curves plot the prob-
ability of false alarms (PFA) vs. the probability of missed
detection (PMiss) .
PFA = Nspurious/NNT

PMiss = Nmisses/NRef

where: Nspurious is he number of incorrect detections,
NNT is the number of opportunities for incorrect detection
(i.e., non-target trials), NMiss is the number missed detec-
tions, and NRef is the number of true event observations.

Counting NNT is problematic for ”streaming” detection
technologies like event detection in that: multiple event ob-
servations can occur simultaneously, observations can be-
gin at any frame, and observations can have any duration.
While it would be possible to develop a formula to calcu-
late NNT based on these factors, the resulting normaliza-
tion (via the denominator) would be arbitrary and unintu-
itive. Instead, a more natural expression of a system’s false
alarm rate for event detection is to normalize the false alarm
errors by the amount of processed source material via the
Rate of False Alarms (RFA) where NCamHrs is the num-
ber of camera hours of processed material.
RFA = Nspurious/NCamHrs

The unit of RFA is false alarms per hour which is easily
interpreted by down-stream users of the technology. Strictly
speaking, RFA is a biased estimate of the Type I Errors
since true observations are included in NCamHrs. How-
ever, when the rate of occurrence is low, as it is for event
detection, the bias is small.

2.4.3 Random System DET Curves

Another result of using RFA was that random DET curves
could no longer be constructed analytically. Instead, we
computed random DET curves using a Monte Carlo sim-
ulation technique. The random DET curve for each event
type was constructed by averaging the DET Curves for 50
pairs of a random test set and system outputs. Each pair was
generated as follows:

• The development set’s observation densities defined
the number of reference observations.

• One thousand system observations per hour were gen-
erated.

• Temporal placement of the observations were random
with a uniform distribution throughout the timeline.

• The duration of the observations, both reference and
system, were modeled as random variables with their
means and standard deviations measured from the de-
velopment dataset.

• Decision scores were randomized using a unit normal
distribution.

The algorithm was able to generate DET curves for all
events except OpposingFlow and TakePicture. The test set
size to develop statistically valid random curves for these
two events would be 642 and 170 h. respectively which was
greater than our computing infrastructure could handle.

2.4.4 Normalized Detection Cost Rates

While DET curves provide a view of system performance
across a wide range of ratios between misses and false
alarms, it is difficult to compare performance across sys-
tems because developers may tune to different operational
points. The Speaker Recognition [11], Topic Detection and
Tracking, and Spoken Term Detection [5] communities
have used Detection Cost Functions (DCFs) as a means
to combine the miss and false alarm error rates into a
composite metric. DCFs are a linear combination of the
two error types using a set of predefined constants that
include the event prior and weights for each error type. A
cost statistic is a measure of the increased cost to the user
for using the system when the system emits either miss or
false alarm errors. For the event detection evaluation, we
could not use the DCF model because DCFs make use or
PFA. Instead, we defined a Normal Detection Cost Rate
(NDCR) model that used RFA instead of PFA. Thus,
NDCR is:

NDCR = Pmiss + β ×RFA,
where
β = CostF A

CostMiss×RT arget

CMiss = 10;CFA = 1;RTarget = 20/hour

The constants chosen for the evaluation were motivated
by discussions with the research and user communities.
RTarget, the a priori rate of event observations, was ar-
bitrarily selected to be in the middle of the distribution of
event densities in Figure 2. While the selection of a single



RTarget is not a good fit for all events, it was a simplify-
ing assumption for the evaluation. NDCR was normalized
to have a range of [0,∞) where 0 would be for perfect per-
formance, 1 would be the cost of a system that provides no
output, and∞ was possible.

Two NDCRs were calculated for each event. The Min-
imum NDCR (MinNDCR) is computed by finding the
point on the DET curve that minimizes NDCR. The Actual
NDCR (ActNDCR) is computed by using PMiss and RFA

calculated from the set of putative system observations hav-
ing “yes” decisions based on a system-tuned threshold ap-
plied to the decision scores. The difference between Min-
imum NDCR and Actual NDCR provides insight into how
well the system was optimized.

3. Evaluation analysis

3.1. 2008 Results

Sixteen (16) teams consisting of 17 organizations sub-
mitted 72 event-runs in the retrospective event detection
task. The sites included: Athens Institute of Technology
(AIT), Brno University of Technology, (BUT), Carnegie
Mellon University (CMU), Dublin City University (DCU),
Fudan University (FD), University of Illinois and NEC
(IFP-UIUC-NEC), intuVision, Chinese Academy of Sci-
ence (MCG-ICT-CAS), NHK Science and Technology Re-
search Laboratory (NHKSTRL), Queen Mary University
of London (QMUL-ACTIVA), Shanghai Jiao Tong Univer-
sity (SJTU), Tunhai University (THU-MNL), TokyoTech,
Toshiba, Universidad Autonoma de Madrid (UAM), and
University of Central Florida (UCF). University of South-
ern California (USC) [9] was the only site that participated
on the freestyle analysis track. The USC study, which is not
reported on here, focused on a small sample of PeopleMeet
event instances.

The lowest and average MinNDCRs for each run/event
submitted for the retrospective task appear in Table 1. We
report only the MinNDCRs for each event to focus on the
best possible score for each run by factoring out threshold
setting for the ActualNDCRs. This gives a better, less noisy,
view of system performance but ignores threshold setting
and cross-event calibration. The events that most sites sub-
mitted systems for were the single person tracking events,
OpposingFlow, PersonRuns, and ElevatorNoEntry with 15,
14, and 12 submissions respectively. For the rest of the
events, either 4 sites or 8 sites submitted system runs.

The lowest MinNDCRs for events across all systems
formed two “clusters”: two of the “single person tracking”
events (ElevatorNoEntry and OpposingFlow), and the rest
of the events. The lowest MinNDCR for the ElevatorNoEn-
try was 0.0003. The lowest MinNDCR for OpposingFlow
was 0.354. Several factors are likely to have made high
performance for these tasks possible: (1) for each event, the

Figure 3. Lowest MinNDCR system runs the ElevatorNoEntry,
Embrace, ObjectPut, OpposingFlow, and PeopleSplitUp events.

observations could only occur in one specific location in the
camera field, (2) the size of the person(s) in frame was up to
1/2 of the image height, and (3) existing optical flow, door
open/close detection, and person detection/tracking tech-
nologies could be used. The lowest MinDCRs for all sys-
tems for the rest of the events ranged from 0.851 to 1.0,
with the PersonRuns being the only single person tracking
event within this group. Several factors are likely to have
made these events difficult to detect. Two factors in particu-
lar were expected to play a role: (1) the observations could
occur in all camera views in any location making the size
of the person in frame highly variable and requiring exten-
sive compute time, and (2) most events involve either limb
tracking, object detection (besides people), or both.

Figures 3 and 4 contain the “best” DET curve for each
event across systems. The graph shows that for each event,
at least one site was able to achieve a MinNDCR less than
1.0. As noted above, a MinNDCR of 1.0 corresponds to a
system that produces no output. The points on the curve
correspond to the MinNDCR point for each curve.

3.2. System-Mediated Reference Adjudication

The results presented in Table 1 were obtained after re-
viewing the system outputs for missing events in the refer-
ence annotation. We refer to this process as ’adjudication’:
using additional knowledge sources to improve reference
quality. NIST and LDC designed an adjudication process to
review the top 100 system-generated observations that were
most likely to be erroneously counted as missed detections.
The criteria for ordering the list of observations took into
account the number of systems that agreed the observation
occurred and then by the average decision score after be-
ing converted to a within-system percentile score. Figure 5
shows the process to build ViPER annotation files for adju-



Figure 4. Lowest MinNDCR system runs for the CellToEar, Peo-
pleMeet, PersonRuns, Pointing, and TakePicture events.

Event Lowest Average Number
Minimum Minimum of Sub-

NDCR NDRC missions
CellToEar 0.997 1.018 4

ElevatorNoEntry 0.0003 0.719 12
Embrace 0.990 1.013 5
ObjectPut 0.999 1.133 5

OpposingFlow 0.354 0.790 15
PeopleMeet 0.998 1.003 8

PeopleSplitUp 0.973 0.994 5
PersonRuns 0.851 1.000 14

Pointing 1.000 1.061 4
TakePicture 0.852 0.955 6

Table 1. Lowest Minimum Normalized Detection Cost Rates
for systems designed to automatically detect events. A full
table can be found in the expanded version of this paper at
http://www.itl.nist.gov/iad/mig/tests/trecvid/2008

dicators to review. This process consisted of five steps:

1. Score each system against the reference annotation to gener-
ate a list of system false alarms (i.e., unmapped sys) and use
those for the next step,

2. Perform an iterative, multi-system alignment, using a tech-
nique similar to the multi-file string alignment technique
used by ROVER (Recognizer Output Voting Error Reduc-
tion) [4], to find observations that multiple system’s ”agree”
on,

3. Build a ViPER annotation file for each temporally separated
observation by incorporating any existing reference annota-
tions, the temporal extent of the suspected observation, and
the temporal extents of all system observations,

4. Sort the set of putative observations,

5. Human annotators judge whether or not the observation
should have been annotated,

Figure 5. Adjudication of reference annotation using multi-aligned
system output.

6. Newly found observations were added to the reference set of
observations.

Only 185 new observations (or an additional 2.5 %) were
found across all events, and the average MinNDCR change
was −0.0003. The greatest change in measured perfor-
mance was a decrease of 0.14 in MinNDCR for the TakePic-
ture event, where the event density is very low and missing
4 observations had a big effect. In general, the net effect
of adjudication on error rates was minimal. We believe it
is likely due to the high error rates of the systems. For the
2009 evaluation, we will use multiple humans to annotate
the video and adjudicate their annotations with the same
process to improve the completeness of the reference an-
notations.

3.3. Human Performance Baselines

Comparing the results of the systems to that of humans
and to a random DET curve is necessary to put the results
of the evaluation with in the context of common baselines.
During the annotation process, the LDC dually annotated 5
% of the video to check consistency. Upon review of the
dual annotations, we found the annotators were very likely
to miss valid event observations. In order to assess the ex-
tent of the recall problem, the LDC conducted 6-way anno-
tation passes over about 35 minutes of data for all events.
For this small initial study, the dataset was not balanced by
cameras, the annotations were conducted by more than six
people, and some camera views were reviewed twice by the
same annotator.

Figure 6 shows the average number of unique event ob-
servations for all possible combinations of 1,2,3...6 annota-
tors. The graph, which is similar to results in [12], shows
that as additional annotators reviewed the data, more obser-
vations were found. Despite its limitations, this study in-
dicates that recall was improved by increasing the number
of annotators to review the video. All observations were
reviewed using an adjudication process similar to that used



Figure 6. Study of unique event observations found with 1-6 anno-
tators.

Figure 7. Plot of human detection performance across all events.

for the system outputs. As a result of the process, annota-
tion error rates were computed for each event/annotator and
plotted in the bubble plot of Figure 7. The size of the bubble
is proportional to the amount of data reviewed by an indi-
vidual annotator, with the maximum size corresponding to
35 minutes of data. On average, humans missed half of the
observations when they attempted to annotate five events
within the same annotation pass. The low recall could be
a limitations of human performance or the annotation pro-
cedure. In a subsequent small study, when three annotators
were asked to look for three events (ObjectPut, PeopleMeet,
and Pointing) per pass rather than five, recall was improved
by 438 %, 78 %, 164 % respectively. Additional studies are
planned for the 2009 evaluation.

Figure 8. Best run for systems that detected the PeopleMeet event.

3.4. Random System Performance Baselines

Figure 8 is a DET plot for all sites that built a system to
detect PeopleMeet events. As the graph shows, most sites’
DET curves were above the 1.000 NDCR line that goes off
the graph towards the upper left hand corner. However, the
darkest curve indicates the average performance of a ran-
dom system (as described in Section 2.4.2). Although most
systems’ MinNDCRs were above 1.0, all but one site beat
the random system. The graph also contains circles indicat-
ing the error rates for the annotators involved in the 6-way
study using the adjudicated 6-way annotation as the refer-
ence. As expected, the humans out-performed the systems.

We characterize system performance with respect to two
important baselines, namely that of the human annotation
and a random system. Importantly, we note there is room
for improvement in both the creation of annotations and the
detection performance that systems can achieve. This ini-
tial evaluation provided a baseline for algorithms aiming to
detect a variety of events and operating on a large, realistic
surveillance video corpus. We anticipate that the next evalu-
ation cycle will show improvements in automatic detection.
Provided detection systems improve over time, future event
annotation methods may ultimately benefit from the appli-
cation of automatic detectors to the annotation process as
well.

4. Conclusions

The TRECVid Event Detection evaluation provided an
initial baseline of algorithms designed to process a realistic
dataset. The primary evaluation task focused on naturally
occurring events that were derived from an analysis of the
data, resulting in selection of events that are challenging
to computer vision technology. The event definitions were
created with an emphasis on human intuition that did not



artificially constrain the task due to occlusion. In addition,
the events were evaluated with respect to temporal extents
rather than spatial extents. Temporal-based metrics shifted
the focus from traditional spatial detection and clip detec-
tion to the temporal domain, enabling increased annotation
by orders of magnitude and a realistic examination of de-
tection tasks where the prior probability of detection is rel-
atively low. The amount of data (100 h.) was challenging
and sufficiently large that a statistically meaningful evalua-
tion of event detection could be carried out. The evaluation
resulted in state-of-the-art benchmarks for several naturally
occurring events that demonstrated the feasibility of auto-
matically detecting these events in video. Several teams’
systems did better than the random system baseline despite
less than a full year of development time.
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