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Executive Summary

When first introduced in the early 1980s the Internet appeared to be an interesting
engineering curiosity, providing resource sharing and data communication services to
support scientific researchers. Beginning with the introduction of the World Wide Web
(circa 1995), the fundamental data communication services provided by the Internet
transformed into a global infrastructure for commerce, education and entertainment. Later
developments (circa 2005) built upon so-called Web Services to provide innovative
social networking technologies that citizens the world over can use to organize and
collaborate around collective interests. Along the way, innovative cell phones and other
handheld devices were introduced and integrated with the Internet and the Web to extend
available information and interaction services to people anytime, anywhere. The future
promises a globe interconnected by large, distributed information networks, where people
routinely interact in new and unexpected ways. Realizing this future relies in large part
on our ability to understand and engineer globally distributed systems of interconnected
hardware and software components, including their use by people. At present, society is
technologically capable of building such systems but lacks the fundamental knowledge
required to understand and predict macroscopic behaviors that may arise from complex
interactions as such systems evolve with the addition of new technologies and new
patterns of use. A similar lack of knowledge may impede progress with respect to other
large systems engineered by society. For these reasons, researchers in the Information
Technology Laboratory (ITL) of the National Institute of Standards and Technology
(NIST) embarked upon a measurement science based program of research for complex
systems. The NIST Complex Systems Program aims to investigate and evaluate methods
and tools that system designers might adopt to improve scientific understanding of large
distributed systems, such as information networks, electric grids and transportation webs.

As part of the NIST Complex Systems Program, this special publication
investigates and evaluates modeling and analysis methods that can be applied to predict
and understand macroscopic behavior and variations in user experience that may arise as
engineers introduce changes in software components into a large information network,
such as the Internet. The Internet consists of millions (someday billions) of
interconnected components that may be changed independently. For example, every time
vendors of major operating systems introduce software updates, millions of users
download new software modules into computers connected to the Internet. As another
example, users may download software to support new functions, such as social
networking or distributed gaming. At the current state of the art, system designers lack
techniques to predict global behaviors that may arise in the Internet as a result of
interactions among existing and altered software components. Similarly, hardware faults
and unexpected usage patterns may occur within the Internet. Engineers have insufficient
methods and tools available to forecast global behaviors and resulting effects on
individual users. The study described in this special publication aims to improve existing
knowledge about a range of methods and tools that could be applied to understand and
predict behavior in such complex information systems.

To give our study a concrete context, we selected a challenging problem of
current interest and relevance for the Internet at large. Specifically, we study the likely
consequences for macroscopic behavior and for individual users should any of several
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proposed mechanisms be introduced to augment or replace congestion control procedures
in the standard transmission control protocol (TCP), which is currently deployed to
regulate the rate of information transfer among computers connected to the Internet.
Congestion control procedures allow individual computers to measure available capacity
on network paths and to attempt to transfer information as quickly as possible. Because
conditions vary with time, congestion control procedures also enable detection of
congestion that may arise as too many computers attempt to use a network path. Upon
detecting congestion, TCP first substantially slows a computer’s rate of transfer and then
attempts to slowly increase the rate. Researchers have predicted that the standard TCP
congestion control procedures will inhibit users from realizing increased transfer speeds
as capacity expands in the Internet backbone from the current rate of 10 Gigabits per
second (Gbps) to 100 Gbps and beyond. For this reason, various researchers have
proposed changes to the congestion control procedures implemented in standard TCP. At
the current state of the art, such proposed changes have been studied on individual long-
lived flows using analytical methods and also studied using simulation and empirical
measurements in small topologies with limited types of data traffic. Though researchers
and engineers would like to predict the effects of such changes on macroscopic behavior
and on individual users, no techniques are currently available to make such extrapolations
to large, fast topologies transporting hundreds of thousands of simultaneous data transfers
of various sizes under a wide range of network conditions. The study documented in this
special publication describes and evaluates modeling and analysis techniques applied to
make such extrapolations for seven proposed alternatives to standard TCP congestion
control procedures.

We apply techniques often used by scientists at NIST when studying physical
systems. First, we propose an abstract simulation model, representing a data
communications network (including TCP) with only 20 parameters, as compared with the
hundreds of parameters typically used in detailed Internet simulators. Second, we adopt
2-level-per-factor experimental designs, which consider each parameter at only two
values, as compared with the billion or so values that each parameter could possibly take
on. Third, we leverage orthogonal fractional factorial (OFF) experiment designs that
enable us to model a sparse but balanced set of parameter combinations spread widely
throughout the space of possible combinations. Reducing the number of parameters,
parameter levels and combinations enables feasible simulation of large networks under a
wide range of conditions. Third, we use a variety of statistical analysis and visualization
techniques designed to explore multidimensional data sets. Fourth, we use detailed
analyses of time series as required to supplement findings from statistical analyses. We
demonstrate that our proposed combination of modeling and analysis techniques allows
us to predict the influence of seven proposed congestion control mechanisms on
macroscopic network behavior and individual user experience.

In summary, this special publication contributes to current knowledge about
modeling and analysis techniques for complex information systems and also contributes
to the body of knowledge surrounding proposals for improving congestion control
mechanisms considered for deployment in the Internet. Six specific contributions
improve current knowledge regarding techniques to understand and predict behavior in
complex information systems. First, we summarize the current state of the art in
modeling and analysis of communication networks and we identify several hard problems
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that inhibit the study of large, fast networks. Second, we propose an approach to
construct simulation models with a reduced parameter space. As a corollary contribution,
we identify and explore some alternative, promising modeling approaches, including
fluid flow models and hybrid models, which combine quantized time calculations with
discrete events. Third, we describe and demonstrate how two-level OFF experiment
designs can be applied to reduce the number of parameter combinations that must be
considered, while yielding maximum information from available simulation resources.
Fourth, we describe and apply a variety of analysis and visualization techniques for
interpreting multidimensional data. We first use these techniques to conduct sensitivity
analyses of our simulation model and then apply the techniques to compare congestion
control mechanisms. Fifth, we evaluate our proposed modeling and analysis techniques,
discussing the strengths and weaknesses of various methods and identifying those
methods that proved most effective for our study. Sixth, we outline future research
needed to improve upon the methods we evaluated. Our six contributions enhance
understanding of methods and tools available to designers of complex systems.

Four specific contributions add to the body of knowledge surrounding proposals
for improving Internet congestion control. First, we characterize likely macroscopic
behavior and user performance for seven proposed alternatives to TCP congestion control
procedures. In doing so, we reveal that proposed improvements to TCP congestion
control would benefit individual users under a specific combination of circumstances
unlikely to arise very often in the general Internet. We also identify some cautionary
findings with respect to various congestion control mechanisms we study. Second, we
identify key behavioral characteristics to be considered when comparing congestion
control mechanisms. We found these characteristics through analyses of experiment data,
rather than through a priori analyses. Part of our method was to collect as much
measurement data as possible and then to use statistical techniques (e.g., correlation and
principal components analyses) to identify those measures representing different facets of
system behavior. Then, given selected measures, we could determine the key factors
influencing macroscopic behavior and user experience. Previous studies of congestion
control mechanisms did not reflect these key factors. Third, we identify and compare the
main differences among the congestion control mechanisms we studied. We show that,
for the key behavioral factors we identify, one of the seven mechanisms we studied fares
better than the others. Fourth, we suggest some future research directions related to
Internet congestion control. Our four contributions should help researchers to better
understand the problem space surrounding congestion control in the Internet.

While the current study is quite comprehensive with respect to the study of large
distributed systems, we have certainly not covered every method and technique that
might prove useful. For example, a related project in the NIST Complex Systems
Program is investigating how Markov models, coupled with perturbation analysis,
Eigenanalysis and graph theory, can be used to identify specific aspects of system designs
that might significantly degrade performance when subjected to failures. Further, while
some of the methods we applied appear quite effective in the context of Internet
congestion control, we also need to demonstrate effectiveness in other applications. In
summary, this study makes substantial contributions to methods for modeling and
analyzing complex information systems and also provides significant information to the
community of researchers studying Internet congestion control.

Mills, et al. Special Publication 500-282 vii



Study of Proposed Internet Congestion Control Mechanisms

Table of Contents

List of Figures
List of Tables
List of Acronyms

1 Introduction

2 Method and Related Work

2.1 Challenge Problem

2.1.1 Current State of the Art

2.1.1.1 Empirical Studies

2.1.1.2 Simulation Studies

2.1.1.3 Analytical Studies

2.1.2 Proposed Advance in the State of the Art

2.2 Potential Approaches

2.2.1 Expanded Empirical Studies

2.2.2 Expanded Simulation Studies

2.2.3 Expanded Analytical Studies

2.3 Selected Approach

2.4 Hard Problems

2.4.1 Model Scale

2.4.2 Model Validation

2.4.3 Tractable Analysis

2.4.4  Causal Analysis

2.4.5 Experiment Selection

2.5 Selected Solutions and Possible Alternatives

2.5.1 Scale Reduction

2.5.2 Sensitivity Analysis and Key Empirical Comparisons

2.5.3 Statistical Analysis Methods

2.5.4 Data-Supported Domain Expertise

2.5.5 Domain Expertise and Incremental Design
2.6 Conclusions

3 Description of MesoNet

3.1 Model Structure

3.1.1 Model Elements

3.1.1.1 Sources

3.1.1.2 Receivers

3.1.1.3 Access Routers

3.1.1.4 Point-of-Presence Routers

3.1.1.5 Backbone Routers

3.1.1.6 Backbone Links

3.1.2 Network Topology

3.1.2.1 Four-Tier Structure

3.1.2.2 Heterogeneous Composition

3.1.2.3 Flow Classes

3.1.2.4 Fixed-Path Routing

3.1.2.5 Simulated Abilene Characteristics

3.1.3 Simulated Packets

3.1.4 Relating Abstract Time to Real Time

3.2 Model Configuration

Mills, et al. Special Publication 500-282

NIST

XVii

XXVi

XXXi



Study of Proposed Internet Congestion Control Mechanisms

3.2.1 Simulation Control Parameters

3.2.2 Parameters Defining User Behavior

3.2.3 Parameters Adapting Network Topology

3.2.4 Parameters Describing Sources and Receivers

3.2.5 Parameters Specifying Special Long-Lived Flows

3.2.6 Parameters for Transport Protocols

3.2.7 Parameters ldentifying Monitored Links

3.2.8 Reporting Parameter Settings

3.3 Model Measurements

3.3.1 General Measurement Regime

3.3.2 Summary Measures

3.3.3 Aggregate Measures

3.3.4 Flow-Class Measures

3.3.5 Long-Lived Flow Measures

3.3.6 Per-Router Measures

3.3.6.1 Measurements Common to All Routers

3.3.6.2 Measurements Unique to Access Routers
3.3.7 Optional, Link-Level Measures

3.3.8  Augmenting Measures

3.4 Tracing Flow Behavior

3.4.1 Tracing Flow States

3.4.2 Tracing Packets

3.5 Notes on Model Construction with SLX

3.5.1 Configuration File

3.5.2 Topology File

3.5.3 Model Behavior File

3.5.3.1 Model Elements

3.5.3.2 Simulation Control

3.5.3.3 Measurement Buffers

3.5.4 Performance Properties of MesoNet

3.5.4.1 Processing Requirements

3.5.4.2 Memory Requirements

4 Sensitivity Analysis of MesoNet

4.1 Method

4.1.1 Experiment Design

4.1.1.1 Identify Factors

4.1.1.2 Select Number of Levels and Level Settings for Factors

4.1.1.3 Select Specific Combinations to Simulate
4.1.1.4 Select Responses to Examine

4.1.2 Candidate Responses

4.1.2.1 Responses Characterizing Macroscopic Network Behavior _
4.1.2.2 Responses Characterizing User Experience

4.1.3 Correlation Analysis and Clustering

4.1.3.1 Y-Y Scatter Plots

4.1.3.2 Correlation Computations

4.1.3.3 Combined Matrix Visualization

4.1.3.4 Index-Index Plot

4.1.4 Principal Components Analysis

4.1.5 10-Step Graphical Analysis of Selected Responses

4.1.6 Other Exploratory Plots and Analyses

4.2 Experiment Design for MesoNet Sensitivity Analysis

4.2.1 MesoNet Factors

4.2.1.1 Simulation Control Parameters

4.2.1.2 Parameters Controlling User Behavior

4.2.1.3 Parameters Adapting Network Characteristics

Mills, et al. Special Publication 500-282

NIST

43
44
44
45
47
49
50
50
50
51
51
52
55
57
58
59
60
61
61
63
63
64
64
65
65
66
66
66
67
67
69
69

71
73
73
73
74
74
76
77
77
78
79
79
80
81
82
83
84
87
89
89
89
90
90



Study of Proposed Internet Congestion Control Mechanisms

4.2.1.4 Parameters Altering Properties of Sources and Receivers

4.2.1.5 Parameters Controlling Source Startup Pattern
4.2.1.6 Parameters Related to TCP Operation

4.2.1.7 Summary of Factors Selected for Sensitivity Analysis

4.2.2 Number of Levels and Settings for MesoNet Factors

4.2.2.1 Two-Level Factor Settings

4.2.2.2 Rationale for (and Ramifications of) Network Factor
Settings

4.2.2.3 Rationale for (and Ramifications of) User Factor Settings __

4.2.2.4 Rationale for (and Ramifications of) Source & Receiver
Factor Settings

4.2.2.5 Rationale for (and Ramifications of) Protocol Factor
Settings

4.2.3 Specific Combinations Simulated

4.3 Experiment Execution

4.3.1 Resource Requirements for Simulations

4.3.2 Data Collection and Summarization

4.4 Correlation Analysis and Clustering

4.5 Principal Components Analysis

4.6 Sensitivity Analysis

4.6.1 Sensitivity Analysis Guided by Correlation Analysis

4.6.1.1 Congestion-Related Responses

4.6.1.2 Delay-Related Responses

4.6.1.3 Responses Related to Macroscopic Throughput
4.6.1.4 Responses Related to Advantaged Flow Classes

4.6.2 Sensitivity Analysis Guided by Principal Components Analysis

4.6.2.1 Congestion

4.6.2.2 Delay

4.6.2.3 Throughput for Advantaged Flows

4.6.2.4 Macroscopic Throughput

4.6.3 Summary of Findings from the Sensitivity Analysis

4.6.3.1 Main Aspects of Model Behavior

4.6.3.2 Major Factors Influencing Model Behavior

4.6.3.3 Factors Exhibiting Little Influence on Model Behavior

4.7 Exploring Effects of Buffer Sizing

4.7.1 Effects on Delay Variation

4.7.2 Effects on Other Aspects of Network Behavior

4.8 Conclusions

5 Modeling Alternate Congestion Control Mechanisms

5.1 TCP Congestion Control

5.1.1 Connection Phase

5.1.2 Transfer Phase — Slow Start

5.1.2.1 Standard Slow Start

5.1.2.2 Limited Slow Start

5.1.2.3 Setting Slow-Start Threshold

5.1.3 Transfer Phase — Congestion Avoidance

5.1.3.1 Increase Congestion Window after Acknowledgment

5.1.3.2 Decrease Congestion Window after Signaled Loss

5.1.3.3 Decrease Slow-Start Threshold and Reset Congestion
Window after Timeout

5.1.3.4 Combined Effects of Slow Start and Congestion Avoidance
5.2 Congestion Avoidance Procedures for Six Alternate Congestion Control
Mechanisms

521 BIC

5.2.1.1 Increase Procedures

Mills, et al. Special Publication 500-282

NIST

91
92
93
93
94
94

94
96

97

99

99
100
100
102
104
108
111
111
112
115
115
118
120
120
121
123
124
125
125
127
129
129
130
131
134

137
138
139
142
142
143
143
143
144
144

144
145

146
147
148



Study of Proposed Internet Congestion Control Mechanisms

5.2.1.2 Decrease Procedures

5.2.1.3 Timeout Procedures

522 CTCP

5.2.2.1 Increase Procedures

5.2.2.2 Decrease Procedures

5.2.2.3 Timeout Procedures

5.2.2.4 Periodic Procedures

5.23 FAST

5.2.3.1 Increase Procedures

5.2.3.2 Decrease Procedures

5.2.3.3 Timeout Procedures

5.2.3.4 Periodic Procedures

5.24 HSTCP

5.2.4.1 Increase Procedures

5.2.4.2 Decrease Procedures

5.2.4.3 Timeout Procedures

525 H-TCP

5.2.5.1 Increase Procedures

5.2.5.2 Decrease Procedures

5.2.5.3 Timeout Procedures

5.2.5.4 Periodic Procedures

5.2.6 Scalable TCP

5.2.6.1 Increase Procedures

5.2.6.2 Decrease Procedures

5.2.6.3 Timeout Procedures

5.3 Modeling the Transfer Phase in MesoNet

5.3.1 General Data Transfer Procedures

5.3.2 Slow Start

5.3.3 Congestion Avoidance

5.3.3.1 Acknowledgment Procedures

5.3.3.2 Negative Acknowledgment Procedures

5.3.3.3 Periodic Procedures

5.3.3.4 Timeout Procedures

5.4 Verifying Simulated Congestion Control Mechanisms

5.4.1 Standard TCP Congestion Control Model

5.4.2 Behavior of BIC Congestion Control Model

5.4.3 Behavior of CTCP Congestion Control Model

5.4.4 Behavior of FAST Congestion Control Model

5.4.5 Behavior of HSTCP Congestion Control Model

5.4.6 Behavior of H-TCP Congestion Control Model

5.4.7 Behavior of Scalable TCP Congestion Control Model
5.4.8 Summary of Behavior of MesoNet Congestion Control Models

6 Comparing Congestion Control Regimes in a Large, Fast Network

6.1 Experiment Design

6.1.1 Simulation Parameters

6.1.2 Conditions Simulated

6.1.3 Responses Measured

6.1.3.1 Measures of Macroscopic Behavior

6.1.3.2 Measures of User Experience

6.1.3.3 Measures of Buffer Usage

6.1.3.4 Aggregate Measures

6.2 Experiment Execution and Data Collection

6.2.1 Experiment Execution

6.2.2 Data Collection

6.3 Data Analysis Approach

Mills, et al. Special Publication 500-282

NIST

149
149
150
151
151
151
151
152
152
152
154
154
154
155
155
155
156
157
157
157
158
158
158
159
159
159
159
161
161
161
161
161
161
162
163
165
166
167
173
173
173
178

183
183
185
189
190
190
192
193
194
195
195
198
199

Xi



Study of Proposed Internet Congestion Control Mechanisms

6.3.1 Cluster Analysis

6.3.2 Detailed Analysis of Individual Responses

6.3.3 Condition-Response Summary Analysis

6.3.4 Data Exploration

6.3.4.1 Extrapolating from Time Series

6.3.4.2 Seeking Patterns

6.3.4.3 Investigating Data Subsets

6.3.4.4 Interactive Animation

6.4 Results

6.4.1 Time Period One (TP1)

6.4.1.1 Cluster Analysis for TP1

6.4.1.2 Condition-Response Summary for TP1

6.4.1.3 Analysis of Significant Responses for TP1

6.4.1.4 Summary of Results for TP1

6.4.2 Time Period Two (TP2)

6.4.2.1 Cluster Analysis for TP2

6.4.2.2 Condition-Response Summary for TP2

6.4.2.3 Analysis of Significant Responses for TP2

6.4.2.4 Summary of Results for TP2

6.4.3 Time Period Three (TP3)

6.4.3.1 Cluster Analysis for TP3

6.4.3.2 Condition-Response Summary for TP3

6.4.3.3 Analysis of Significant Responses for TP3

6.4.3.4 Summary of Results for TP3

6.4.4 Aggregated Responses (Totals)

6.4.4.1 Cluster Analysis for Totals

6.4.4.2 Condition-Response Summary for Totals

6.4.4.3 Analysis of Significant Responses for Totals
6.4.4.4 Summary of Results for Totals

6.5 Findings

6.5.1 Finding #1

6.5.2 Finding #2

6.5.3 Finding #3

6.5.4 Finding #4

6.5.5 Tendencies

6.6 Conclusions

7 Comparing Congestion Control Regimes in a Scaled-Down Network

7.1 Experiment Design

7.1.1 Changes in Robustness Factors and Fixed Factors

7.1.2 Orthogonal Fractional Factorial Design of Robustness Conditions

7.1.3 Domain View of Robustness Conditions

7.2 Experiment Execution and Data Collection

7.3 Data Analysis Approach

7.4 Results

7.4.1 Time Period One (TP1)

7.4.1.1 Cluster Analysis for TP1

7.4.1.2 Condition-Response Summary for TP1

7.4.1.3 Analysis of Significant Responses for TP1

7.4.1.4 Summary of Results for TP1

7.4.2 Time Period Two (TP2)

7.4.2.1 Cluster Analysis for TP2

7.4.2.2 Condition-Response Summary for TP2

7.4.2.3 Analysis of Significant Responses for TP2

7.4.2.4 Summary of Results for TP2

7.4.3 Time Period Three (TP3)

Mills, et al. Special Publication 500-282

NIST

199
204
206
208
208
212
213
213
215
215
215
215
217
220
220
220
221
223
223
228
228
228
228
234
234
234
235
235
238
238
238
241
246
248
250
250

253
254
254
255
256
260
260
263
263
264
264
264
271
272
272
272
272
272
279

Xii



Study of Proposed Internet Congestion Control Mechanisms

7.4.3.1 Cluster Analysis for TP3

7.4.3.2 Condition-Response Summary for TP3

7.4.3.3 Analysis of Significant Responses for TP3

7.4.3.4 Summary of Results for TP3

7.4.4 Aggregated Responses (Totals)

7.4.4.1 Cluster Analysis for Totals

7.4.4.2 Condition-Response Summary for Totals

7.4.4.3 Analysis of Significant Responses for Totals
7.4.4.4 Summary of Results for Totals

7.5 Findings

751 Finding #1

7.5.2 Finding #2

7.5.3 Finding #3

7.5.4 Finding #4

7.5.5 Tendencies

7.6 Conclusions

8 Comparing Congestion Control Regimes in a Heterogeneous Network

8.1 Experiment Design

8.1.1 Robustness Factors and Fixed Factors

8.1.1.1 Constraints on Flows of Large Size

8.1.1.2 Fixed Experiment Factors

8.1.2 Orthogonal Fractional Factorial Design of Robustness Conditions

8.1.3 Domain View of Robustness Conditions

8.1.4 Responses Measured

8.2 Experiment Execution and Data Collection

8.2.1 Computing Macroscopic Responses

8.2.2 Computing User Experience Responses

8.3 Data Analysis Approach

8.3.1 Analyzing Macroscopic Behavior

8.3.2 Analyzing User Experience

8.4 Results

8.4.1 Macroscopic Network Behavior

8.4.1.1 High Initial Slow-start Threshold

8.4.1.2 Low Initial Slow-start Threshold

8.4.2 Absolute User Experience

8.4.2.1 High Initial Slow-start Threshold

8.4.2.2 Low Initial Slow-start Threshold

8.4.2.3 Summary of Differences in Goodput

8.4.3 Relative User Experience

8.4.3.1 High Initial Slow-start Threshold

8.4.3.2 Low Initial Slow-start Threshold

8.4.3.3 Summary of Differences in Relative Goodput
8.5 Findings

8.5.1 Finding #1

8.5.2 Finding #2

8.5.3 Finding #3

8.5.4 Finding #4

8.6 Conclusions

9 Comparing Congestion Control Regimes in a Large, Fast, Heterogeneous Network
9.1 Changes in Experiment Design

9.1.1 Changes in Robustness Factors and Fixed Factors

9.1.2 Changes in Orthogonal Fractional Factorial Design of Robustness
Conditions

9.1.3 Changes in Domain View of Robustness Conditions

Mills, et al. Special Publication 500-282

NIST

279
279
279
279
279
285
285
287
287
290
290
292
293
311
312
313

316
317
317
320
322
324
325
330
331
333
335
336
336
337
342
342
342
347
353
353
361
370
371
372
380
388
389
390
390
391
391
391

395
396
396

397
397

Xiii



Study of Proposed Internet Congestion Control Mechanisms

9.2
9.3
9.4

9.5

9.14

Experiment Execution and Data Collection
Data Analysis Approach

Results

Responses Measured

9.4.1
9.4.2
9.4.3
Findings
9.5.1
9.5.2
9.5.3
9.5.4

Macroscopic Network Behavior

Absolute User Experience

Relative User Experience

Finding #1

Finding #2

Finding #3

Finding #4

9.6 Conclusions

10 Conclusions

10.1 Conclusions about Congestion Control Algorithms
10.1.1  Utility and Safety of Alternate Congestion Control Algorithms

10.1.2

10.1.3
10.1.4

10.1.1.1 Increase Rate

10.1.1.2 Loss/Recovery Processing

10.1.1.3 TCP Fairness

10.1.1.4 Utility Bounds

10.1.15 Safety

Characteristics of Individual Congestion Control Algorithms
10.1.2.1 BIC

10.1.2.2 CTCP

10.1.2.3 FAST

10.1.24 FAST-AT

10.1.25 HSTCP

10.1.2.6 HTCP

10.1.2.7 Scalable TCP

Recommendations

Future Work

10.2 Conclusions about Methods

Mills, et al.

10.2.1
10.2.2

10.2.3

10.2.4

10.2.5

10.2.6

Discrete Event Simulation

Scale Reduction Techniques

10.2.2.1 Model Restriction and Parameter Clustering
10.2.2.2 Two-Level Experiment Designs

10.2.2.3 Orthogonal Fractional Factorial Experiment (OFF)
Designs

10.2.2.4 Correlation Analysis and Clustering

10.2.2.5 Principal Components Analysis (PCA)

Model Validation Techniques

10.2.3.1 Sensitivity Analysis

10.2.3.2 Key Empirical Comparisons

Data Analysis Methods

10.2.4.1 Ten-Step Graphical Analysis

10.2.4.2 Cluster Analysis

10.2.4.3 Custom Multidimensional Visualizations

10.2.4.4 Exploratory Multidimensional Interactive Visualization

Causality Analysis Methods

10.2.5.1 Principal Components Analysis (PCA)

10.2.5.2 Detailed Measurements

10.2.5.3 Scientific Method

10.2.5.4 Exploratory Analysis

Experiment Selection Methods

10.2.6.1 Factor Analysis

Special Publication 500-282

NIST

400
400
400
401
401
407
417
427
427
427
427
428
428

431
431
431
431
432
433
434
435
436
437
437
437
438
438
439
439
439
440
440
441
441
441
442

442
443
443
443
444
444
445
445
445
446
446
447
447
447
448
448
449
449

Xiv



Study of Proposed Internet Congestion Control Mechanisms NIST

10.2.6.2 Domain Expertise 449
10.2.6.3 Incremental Design 449
10.2.7 Recommendations 450
10.2.8 Future Work 450
11 Bibliography 453
11.1 Fundamentals of Internet Design 453
11.2 Standard Transmission Control Protocol (TCP) 453
11.3 Internet Topology 454
11.4 Internet Traffic Characteristics 455
11.5 Internet Technology 455
11.6 Research on Data Transport in High Speed, High Delay Networks 456
11.7 Proposed Replacement Congestion Control Mechanisms for the Internet 456
11.8 Evaluating Internet Congestion Control Mechanisms 457
11.9 Internet Simulation and Models 458
11.10 Supporting Software Tools 458
11.11 Supporting Statistical Techniques 459
11.12 Empirical Internet Test Beds 459
11.13 General Related References 460
11.14 Analytical Internet Models 460
Appendix A Understanding, Improving and Applying Fluid-Flow Models 463
A.1 Fluid-flow Approximation Models 463
A.1.1 Modeling Many Flows on One Link 465
A.1.2 Utility of Fluid-flow Approximation Models 467
A.1.3 Limitations of Fluid-flow Approximation Models 468

A.2 Applying Fluid-flow Approximation Models to Compare Alternate Congestion
Control Algorithms 469
A.21 Computing Response Functions 471
A211 TCPReno 471
A.2.1.2 Cubic TCP 472
A.21.3 Compound TCP 475
A.2.2 Comparing Congestion Control Algorithms 477
A.3 Future Work 481
Appendix B Computation Requirements: MesoNet vs. Hybrid Model 483
B.1 Experiment Design 483
B.2 Experiment Execution and Data Collection 488
B.3 Results 489
B.4 Discussion 489
B.5 Conclusions 490
Appendix C  Supplementary Sensitivity Analysis Results 493
C.1 Experiment Design 493
C.2 Experiment Execution and Data Collection 498
C.3 Results 500
C.3.1 Correlation Analysis 500
C.3.2 Principal Components Analysis 502
C.3.3 Exploratory Analysis of y7-y22 Scatter Plot Bifurcation 505
C.3.4 Main Effects Analysis 505
C.3.4.1 Congestion-Related Responses 507
C.3.4.2 Delay-Related Responses 510
C.3.4.3 Responses Related to Macroscopic Throughput 511
C.3.4.4 Responses Related to Advantaged Flow Classes 512
C.3.,5 Summary of Findings from Sensitivity Analysis 515
C.3.6 Exploring Effects of Buffer Sizing 516

Mills, et al. Special Publication 500-282 XV



Study of Proposed Internet Congestion Control Mechanisms NIST

C.4 Discussion 519
C.5 Conclusions 521
Appendix D 10-Step Graphical Analysis Technique 523
D.1 Ordered Data Plot 524
D.2 Multi-factor Scatter Plot 525
D.3 Main Effects Plot 526
D.4 Interaction Effects Matrix 527
D.5 Block Plots 529
D.6 Youden Plot 530
D.7 |Effects| Plot 531
D.8 Half-Normal Probability of |Effects| 532
D.9 Cumulative Residual Standard Deviation Plot 533
D.10 Contour Plot of Two Dominant Factors 533

Mills, et al. Special Publication 500-282 XVi



Study of Proposed Internet Congestion Control Mechanisms

List of Figures

2-1
2-2
2-3
2-4

3-1

4-1
4-2
4-3
4-4
4-5
4-6
4-7
4-8
4-9
4-10
4-11
4-12
4-13
4-14

4-15
4-16
4-17
4-18
4-19
4-20

4-21
4-22

4-23
4-24

4-25
4-26
4-27
4-28
4-29
4-30

4-31

4-32

5-1
5-2

The Modeling State-Space Problem
A Method to Reduce the Scale of Computational Demands
An Example Applying Scale Reduction to MesoNet Simulations
Reducing the Space of Model Responses using Correlation and/or Principal
Components Analysis

Topology used for simulation experiments discussed in this study

Encoding Template for a 2*** Orthogonal Fractional Factorial Experiment Design

Enlargement of Sample Scatter Plot of Response y7 vs. y2
Sample (and Partial) Table of Correlations among Response Pairs
Sample Histogram of Correlation Magnitudes among Response Pairs

Sample 6-x-6 Subset from a Combined Matrix of Scatter Plots and Correlation Values
Index-Index Plot Identifying Response Pairs with Correlation Magnitude above 0.65 _
Enlargement of a Sample Weight Vector for First Principal Component

Enlargement of a Sample Histogram for First Principal Component
Sample Main Effects Plot for Response y11, average congestion window size
Sample Y-Y-X plot for Responses y7 and y22
Example Illustrating the Technique used to Summarize System Responses
Sample Data Summarization: 22 Responses for each of 64 Simulation Runs
Combined Matrix of Scatter Plots and Correlation Values for 22 Responses
Frequency Distribution of the Absolute Value of Correlations for All Pairs of
Responses
Clustered Index-Index Plot for Correlation Pairs where |Correlation (Y;, Y;)| > 0.65
Histograms for 22 Principal Components
Weight Vectors for the First Four Principal Components
Main-Effects Plot for Response y1 (Average Number of Active Flows)
Main-Effects Plot for Response y10 (Average Retransmission Rate)
Main-Effects Plot for Response y22 (Average Instantaneous Throughput for NN
Flows)
Main-Effects Plot for Response y15 (Average Smoothed Round-Trip Time)
Main-Effects Plot for Response y4 (Average Packets Output per Measurement
Interval)
Main-Effects Plot for Response y6 (Flows Completed per Measurement Interval)
Main-Effects Plot for Response y17 (Average Instantaneous Throughput of DD
Flows)
Main-Effects Plot for Response y20 (Average Instantaneous Throughput of FF Flows)
Main-Effects Plot for PC1 (Network Congestion)
Main-Effects Plot for PC2 (Network Delay)

Main-Effects Plot for PC3 (Throughput for Advantaged Flows)
Main-Effects Plot for PC4 (Macroscopic Throughput)

Multi-factor Scatter Plot of Smoothed Round Trip Time (y15) for each of the 11
Experiment Factors
Multi-factor Scatter Plot of Relative Queuing Delay (y16) for Each Experiment
Factor

Average Condition Ranking Displayed on Vertices of a Cube

Main Phases and Congestion Control Procedures in the Life of a TCP Flow
TCP Connection Establishment Procedures Leading to Connection Failure

TCP Connection Establishment Procedures Leading to Initiation of the Transfer
Phase

Mills, et al. Special Publication 500-282

NIST

15
16
17

21
38

75
80
80
81
82
83
84
85
87
88
102
103
103

104
105
109
109
112
114

115
116

117
117

118
119
121
122
123
124

130

131
133

138
140

141

XVii



Study of Proposed Internet Congestion Control Mechanisms

5-4

Congestion Avoidance
5-5

Congestion Avoidance
5-6
5-7 Change in cwnd vs.
5-8 Change in cwnd vs.
5-9 Change in cwnd vs.
5-10 Change in cwnd vs.
5-11 Change in cwnd vs.
5-12 Change in cwnd vs.
5-13 Change in cwnd vs.
5-14 Change in cwnd vs.
5-15 Change in cwnd vs.
5-16 Change in cwnd vs.
5-17 Change in cwnd vs.
5-18 Change in cwnd vs.
5-19 Change in cwnd vs.
5-20 Change in cwnd vs.
5-21 Change in cwnd vs.
5-22 Change in cwnd vs.
5-23 Change in cwnd vs.
5-24 Change in cwnd vs.
5-25 Change in cwnd vs.
5-26 Change in cwnd vs.
5-27 Change in cwnd vs.
5-28 Change in cwnd vs.
5-29 Change in cwnd vs.
5-30 Change in cwnd vs.
5-31 Change in cwnd vs.
5-32 Change in cwnd vs.
5-33 Change in cwnd vs.
6-1 Topology Adopted for Experiments
6-2
6-3

Period One
6-4
6-5
6-6

TCP
6-7

TCP
6-8
6-9
6-10
6-11
6-12
6-13
6-14
Mills, et al.

Sample Change in Congestion Window over Time under Standard Slow Start and

Sample Change in Congestion Window over Time under Limited Slow Start and

Simulated Dumbbell Topology for MesoNet Verification Experiments

Scenario Adopted for Each Simulated Condition

Time for Two TCP Flows (rtt = 42 ms)
Time for Two TCP Flows (rtt = 162 ms)
Time for Two TCP Flows (rtt = 324 ms)
Time for Two BIC Flows (rtt = 42 ms)
Time for Two BIC Flows (rtt = 162 ms)
Time for Two BIC Flows (rtt = 324 ms)
Time for Two CTCP Flows (rtt = 42 ms)

Time for Two CTCP Flows (rtt = 162 ms)

Time for Two CTCP Flows (rtt = 324 ms)

Time for Two FAST Flows (e-tuning enabled, rtt = 42 ms)

Time for Two FAST Flows (e-tuning enabled, rtt = 162 ms)

Time for Two FAST Flows (e-tuning enabled, rtt = 324 ms)

Time for Two FAST Flows (& = 80, rtt = 42 ms)
Time for Two FAST Flows (& = 80, rtt = 162 ms)
Time for Two FAST Flows (& = 80, rtt = 324 ms)

Time for Two FAST Flows (& = 200, rtt = 42 ms)

Time for Two FAST Flows (& = 200, rtt = 162 ms)
Time for Two FAST Flows (& = 200, rtt = 324 ms)
Time for Two HSTCP Flows (rtt = 42 ms)
Time for Two HSTCP Flows (rtt = 162 ms)
Time for Two HSTCP Flows (rtt = 324 ms)
Time for Two H-TCP Flows (rtt = 42 ms)
Time for Two H-TCP Flows (rtt = 162 ms)
Time for Two H-TCP Flows (rtt = 324 ms)
Time for Two Scalable TCP Flows (rtt = 42 ms)
Time for Two Scalable TCP Flows (rtt = 162 ms)
Time for Two Scalable TCP Flows (rtt = 324 ms)

Dendrogram Illustrating Clustering Based on Responses for Condition 4 During Time

Cluster Analysis for 32 Conditions Using Data from Time Period One
Conditions Ordered from Least to Most Congested vs. Retransmission Rate
Distribution of Flow States over Three Time Periods under Condition 4 for Standard

Distribution of Flow States over Three Time Periods under Condition 5 for Standard

Cluster Analysis for Time Period One

Sample Plot Analyzing the Influence of Condition and Congestion Control Algorithm

on the Average Number of Active Flows
Summary of Statistically Significant Outliers in Time Period One

Filtered Summary Plot for Time Period One Identifying Statistically Significant
Outliers with Associated Relative Effect > 10%

Average Per-Flow Goodput on DD Flows for Seven Congestion Control Algorithms
under Condition 4 over Three Time Periods

Number of Active DD Flows for Seven Congestion Control Algorithms under
Condition 4 over Three Time Periods

Aggregate Packet Delivery Rate DD Flows for Seven Congestion Control Algorithms
under Condition 4 over Three Time Periods

Special Publication 500-282

NIST

145

146
162
163
164
165
165
166
166
167
168
168
169
169
170
170
171
171
172
172
173
174
174
175
175
176
176
177
177
178

184
188

200
201
201
202

203
203

204
206

207
209
210

210

Xviii



Study of Proposed Internet Congestion Control Mechanisms

6-15
6-16

6-17
6-18

6-19
6-20
6-21
6-22

6-23
6-24
6-25
6-26
6-27
6-28
6-29
6-30
6-31

6-32
6-33
6-34
6-35
6-36
6-37
6-38
6-39
6-40
6-41
6-42
6-43

6-44
6-45
6-46
6-47
6-48
6-49
6-50
6-51
6-52
6-53
6-54
6-55

6-56
6-57
6-58

6-59

Analyzing the Influence of Condition and Congestion Control Algorithm on the
Average Goodput for DD Flows (y9) during Time Period Two
Analyzing the Influence of Condition and Congestion Control Algorithm on
Congestion Window Size during Time Period Three
Cluster Analysis Using Data from Time Period One — Algorithm 3 Excluded
Screenshot from DiVisa Animation of the Temporal Evolution of a MesoNet
Simulation

Clustering for Time Period One — Annotated to Identify Distinctive Algorithm 3 __
Clustering for Time Period One — Algorithm 3 Omitted
Condition-Response Summary for Time Period One
Filtered Summary Plot for Time Period One Identifying Statistically Significant
Outliers with Associated Relative Effect > 10%

Detailed Analysis for Congestion Window Increase Rate in Time Period One
Detailed Analysis for Flow Completion Rate in Time Period One
Detailed Analysis for Retransmission Rate in Time Period One
Detailed Analysis for NN Flow Completion Rate in Time Period One

Detailed Analysis for Number of Connecting Flows in Time Period One

Clustering for Time Period Two — Annotated to Identify Distinctive Algorithm3
Clustering for Time Period Two — Algorithm 3 Omitted
Condition-Response Summary for Time Period Two
Filtered Summary Plot for Time Period Two Identifying Statistically Significant
Outliers with Associated Relative Effect > 30%

Detailed Analysis for Congestion Window Increase Rate in Time Period Two
Detailed Analysis for Flow Completion Rate in Time Period Two
Detailed Analysis for Retransmission Rate in Time Period Two
Detailed Analysis for Average Goodput on DF Flows in Time Period Two

Detailed Analysis for Average Number of Active DF Flows in Time Period Two
Detailed Analysis for Average Number of Connecting Flows in Time Period Two
Detailed Analysis for Average Goodput on Long-lived Flow L1 in Time Period Two _
Detailed Analysis for Average Goodput on Long-lived Flow L2 in Time Period Two _
Clustering for Time Period Three — Annotated to Identify Distinctive Algorithm 3 ___
Clustering for Time Period Three — Algorithm 3 Omitted
Condition-Response Summary for Time Period Three
Filtered Summary Plot for Time Period Three Identifying Statistically Significant
Outliers with Associated Relative Effect > 30%

Detailed Analysis for Congestion Window Increase Rate in Time Period Three
Detailed Analysis for Flow Completion Rate in Time Period Three
Detailed Analysis for Retransmission Rate in Time Period Three
Detailed Analysis for Average Goodput on DF Flows in Time Period Three

Detailed Analysis for Average Number of Active DF Flows in Time Period Three
Detailed Analysis for Average Number of Connecting Flows in Time Period Three
Detailed Analysis for Average Congestion Window Size in Time Period Three
Detailed Analysis for Average Goodput on Long-lived Flow L2 in Time Period Three
Clustering for Totals — Annotated to Identify Distinctive Algorithm 3

Clustering for Totals — Algorithm 3 Omitted
Condition-Response Summary for Totals
Detailed Analysis for Aggregate Number of Flows Completed over 25-minute
Scenario

Detailed Analysis for Average SYN Rate for Connecting Flows over 25-minute
Scenario

Five Time Series Showing the Distribution of Flow States over Three Time Periods
for Algorithm 1 (BIC) under Condition 12
Five Time Series Showing the Distribution of Flow States over Three Time Periods
for Algorithm 1 (BIC) under Condition 21
Reproduction of Fig. 5-22, Showing Change in cwnd for Two FAST Flows (ar = 200,
rtt = 42 ms)

Mills, et al. Special Publication 500-282

NIST

211

212
213

214
215
216
216

217
218
218
219
219
220
221
221
222

222
223
224
225
225
226
226
227
227
228
229
229

230
230
231
231
232
232
233
233
234
235
236
236

237
237
239
240

241

XiX



Study of Proposed Internet Congestion Control Mechanisms

6-60

6-61

6-62

6-63

6-64

6-65

6-66

6-67

6-68

6-69

7-1

7-2
7-3
7-4
7-5
7-6

7-7

7-8

7-9

7-10
7-11
7-12
7-13
7-14
7-15
7-16

7-17
7-18
7-19

7-20
7-21
7-22
7-23
7-24
7-25
7-26
7-27
7-28
7-29
7-30

Change in Congestion Window under FAST for Long-Lived Flow L2 during 500
Measurement Intervals within TP2 under Condition 21

Change in Congestion Window under TCP Reno for Long-Lived Flow L2 during 500
Measurement Intervals within TP2 under Condition 21

Change in Congestion Window under BIC for Long-Lived Flow L2 during 500
Measurement Intervals within TP2 under Condition 21

Change in Congestion Window under CTCP for Long-Lived Flow L2 during 500
Measurement Intervals within TP2 under Condition 21

Change in Congestion Window under HSTCP for Long-Lived Flow L2 during 500
Measurement Intervals within TP2 under Condition 21

Change in Congestion Window under HTCP for Long-Lived Flow L2 during 500
Measurement Intervals within TP2 under Condition 21

Change in Congestion Window under Scalable TCP for Long-Lived Flow L2 during
500 Measurement Intervals within TP2 under Condition 21

Average Congestion Window Size of DD Flows during TP3 under Condition 12 for
BIC, FAST, HSTCP, HTCP, Scalable TCP and TCP Reno

Average Congestion Window Size of DD Flows during TP3 under Condition 12 for
CTCP

Comparing Congestion Window Size of Scalable TCP (STCP) and FAST with respect
to Falling Congestion Window

Retransmission Rate vs. Simulated Conditions Ordered from Least to Most
Congested
Change in Flow States over Three Time Periods under Condition 3 for Standard TCP
Change in Flow States over Three Time Periods under Condition 5 for Standard TCP
Cluster Analysis for Time Period One
Detailed Analysis of Retransmission Rate in Time Period One for All Algorithms
Detailed Analysis of Retransmission Rate in Time Period One when Excluding
Responses for Algorithm 3
Clustering for Time Period One — each sub-plot Annotated to Identify Distinctive
Algorithms 3/8
Condition-Response Summary for Time Period One
Condition-Response Summary for Time Period One — 10% Filter Applied

Detailed Analysis for Congestion Window Increase Rate Per Flow in Time Period One
Detailed Analysis for Flow Completion Rate in Time Period One
Detailed Analysis for Retransmission Rate in Time Period One
Detailed Analysis for Average Goodput on NN Flows in Time Period One

Detailed Analysis for NN Flow Completion Rate in Time Period One

Detailed Analysis for Number of Connecting Flows in Time Period One

Detailed Analysis for Average Packets Output Per 200 ms Interval in Time Period
One

Detailed Analysis for Average Goodput on Long-lived Flow L2 in Time Period One __
Detailed Analysis for Average Buffer Utilization at Router K0a in Time Period One _
Cluster Analysis for Time Period Two — each sub-plot Annotated to Identify
Distinctive Algorithms 3/8
Condition-Response Summary for Time Period Two
Condition-Response Summary for Time Period Two — 30% Filter Applied
Detailed Analysis for Congestion Window Increase Rate in Time Period Two
Detailed Analysis for Packet Output Rate in Time Period Two
Detailed Analysis for Flow Completion Rate in Time Period Two
Detailed Analysis for Retransmission Rate in Time Period Two
Detailed Analysis for Average Goodput on FN Flows in Time Period Two

Detailed Analysis for Average FN Flow Completion Rate during Time Period Two __
Detailed Analysis for Average Goodput on Long-lived Flow L2 in Time Period Two _
Detailed Analysis for Average Number of Connecting Flows during Time Period Two
Detailed Analysis for Buffer Utilization at Router 10a during Time Period Two

Mills, et al. Special Publication 500-282

NIST

242

243

243

244

244

245

245

246

247

249

257
258
259
260
262

263

264
265
266
267
267
268
268
269
269

270
270
271

273
273
274
274
275
275
276
276
277
277
278
278

XX



Study of Proposed Internet Congestion Control Mechanisms

7-31

7-32
7-33
7-34
7-35
7-36
7-37
7-38
7-39
7-40
7-41
7-42

7-43
7-44
7-45
7-46
7-47
7-48
7-49
7-50
7-51
7-52
7-53
7-54
7-55
7-56
7-57
7-58

7-59

8-1

8-2

8-3
8-4
8-5
8-6
8-7

Cluster Analysis for Time Period Three — each sub-plot Annotated to Identify
Distinctive Algorithms 3/8

Condition-Response Summary for Time Period Three

Condition-Response Summary for Time Period Three — 30% Filter Applied

Detailed Analysis of Congestion Window Increase Rate for Time Period Three

Detailed Analysis of Packet Output Rate for Time Period Three

Detailed Analysis of Congestion Window Size for Time Period Three
Detailed Analysis of Flow Completion Rate for Time Period Three

Detailed Analysis of Retransmission Rate for Time Period Three

Detailed Analysis of Average Goodput on Long-lived Flow L1

Detailed Analysis of Buffer Utilization in Router C0Oa during Time Period Three
Detailed Analysis of Average Number of Connecting Flows during Time Period Three

Cluster Analysis for Totals — each sub-plot Annotated to Identify Distinctive
Algorithms 3/8

Condition-Response Summary for Totals

Detailed Analysis for Number of Packets Input during 25-minute Scenario
Detailed Analysis for Number of Packets Output during 25-minute Scenario
Detailed Analysis for Number of Flows Completed over 25-minute Scenario
Detailed Analysis for Average SYN Rate for Connecting Flows over 25-minute
Scenario

Detailed Analysis for Average Goodput on Completed DD Flows over 25-minute
Scenario

Change in Congestion Window under FAST-AT for Long-Lived Flow L2 during 500

Measurement Intervals within TP2 under Condition 21

Change in Congestion Window under TCP Reno for Long-Lived Flow L2 during 500

Measurement Intervals within TP2 under Condition 21

Goodput from t=4500 to t=6500 for each Congestion Control Algorithm on Long-
Lived Flow L1 under Condition 8

Goodput from t=4500 to t=6500 for each Congestion Control Algorithm on Long-
Lived Flow L2 under Condition 8

Goodput from t=4500 to t=6500 for each Congestion Control Algorithm on Long-
Lived Flow L2 under Condition 8

Goodput from t=4500 to t=7500 for each Congestion Control Algorithm on Long-
Lived Flow L1 under Condition 14

Goodput from t=4500 to t=7500 for each Congestion Control Algorithm on Long-
Lived Flow L1 under Condition 28

Goodput from t=4500 to t=7500 for each Congestion Control Algorithm on Long-
Lived Flow L1 under Condition 32

Goodput from t=4500 to t=7500 for each Congestion Control Algorithm on Long-
Lived Flow L1 under Condition 21

Average Congestion Window Size of DD Flows during TP3 under Condition 8 for
BIC, FAST, FAST-AT, HSTCP, HTCP, Scalable TCP and TCP Reno

Average Congestion Window Size of DD Flows during TP3 under Condition 8 for

CTCP

Conditions Ordered from Least to Most Congested (High Initial Slow-Start
Threshold)

Conditions Ordered from Least to Most Congested (Low Initial Slow-Start
Threshold)

Distribution of Flow States for Six Conditions (High Initial Slow-Start Threshold)
Distribution of Flow States for Six Conditions (Low Initial Slow-Start Threshold)

Ilustration of Technique to Compute Means for Responses y1 to y11

Detailed Analysis of Retransmission Rate under High Initial Slow-Start Threshold

Average Goodput for Flows Using Alternate Congestion Control Algorithm and
Flows Using TCP when Transferring Movies on a Very Fast Path with a Fast
Interface Speed Given a Low Initial Slow-Start Threshold

Mills, et al. Special Publication 500-282

NIST

280
280
281
281
282
282
283
283
284
284
285
286
286
287
288
288
289
289
293
294
298
300
301
305
306
307
309
311

312

328

328
329
330
334
336

337

XXi



Study of Proposed Internet Congestion Control Mechanisms

8-8
8-9
8-10

8-11

8-12
8-13
8-14
8-15
8-16
8-17
8-18
8-19

8-20
8-21
8-22
8-23
8-24
8-25
8-26
8-27

8-28
8-29
8-30
8-31
8-32
8-33

8-34

8-35

8-36

8-37

8-38
8-39
8-40
8-41
8-42

8-43

8-44

Principal Components Analysis of Goodputs given High Slow-Start Threshold

lllustration of Biplot of PC1 vs. PC2 and Related Clustering
Scatter Plot of y16(u)/100 vs. y2(u)/100 for Movies Transferred over a Very Fast Path
with Fast Interface Speed Given a High Initial Slow-Start Threshold; FAST Alternate
Congestion Control Algorithm
Bar Graph for Movies Transferred over a Very Fast Path with Fast Interface Speed

given a High Initial Slow-Start Threshold during Condition 21 (Most Congested)

Rank Matrix for Algorithm 7 (Scalable TCP) — High Initial Slow-Start Threshold
Average Number of Active Flows under High Initial Slow-Start Threshold

Average Number of Connecting Flows under High Initial Slow-Start Threshold
Average Rate of Flow Completion under High Initial Slow-Start Threshold

Average Flow Retransmission Rate under High Initial Slow-Start Threshold

Average Smoothed Round-Trip Time under High Initial Slow-Start Threshold

Aggregate Flows Completed under High Initial Slow-Start Threshold
Web Objects as Proportion of Flows Completed under High Initial Slow-Start
Threshold

Average Flow Congestion Window Size under High Initial Slow-Start Threshold
Average Number of Active Flows under Low Initial Slow-Start Threshold

Average Number of Connecting Flows under Low Initial Slow-Start Threshold
Average Rate of Flow Completion under Low Initial Slow-Start Threshold

Average Flow Retransmission Rate under Low Initial Slow-Start Threshold

Average Smoothed Round-Trip Time under Low Initial Slow-Start Threshold
Aggregate Flows Completed under Low Initial Slow-Start Threshold

Web Objects as Proportion of Flows Completed under Low Initial Slow-Start
Threshold

Average Flow Congestion Window Size under Low Initial Slow-Start Threshold
Average Goodput on Movies (High Initial Slow-Start Threshold)
Average Goodput on Service Packs (High Initial Slow-Start Threshold)
Average Goodput on Documents (High Initial Slow-Start Threshold)

Average Goodput on Web Objects (High Initial Slow-Start Threshold)
Principal Component 1 vs. Principal Component 2 from Average Goodput Data
(High Initial Slow-Start Threshold)
Scatter Plot of Goodput on TCP Flows vs. Non-TCP Flows for Movies Transferred on
Very Fast Paths with Fast Interfaces (High Initial Slow-Start Threshold)

32 Bar Graphs (one for each Simulated Condition) plotting Goodput on TCP Flows

vs. Non-TCP Flows for Movies Transferred on Very Fast Paths with Fast Interfaces
(High Initial Slow-Start Threshold)
Scatter Plot of Goodput on TCP Flows vs. Non-TCP Flows for Service Packs
Transferred on Very Fast Paths with Fast Interfaces (High Initial Slow-Start
Threshold)
Scatter Plot of Goodput on TCP Flows vs. Non-TCP Flows for Documents

Transferred on Very Fast Paths with Fast Interfaces (High Initial Slow-Start
Threshold)
Average Goodput on Movies (Low Initial Slow-Start Threshold)

Average Goodput on Service Packs (Low Initial Slow-Start Threshold)

Average Goodput on Documents (Low Initial Slow-Start Threshold)

Average Goodput on Web Objects (Low Initial Slow-Start Threshold)

Principal Component 1 vs. Principal Component 2 for Average Goodput Data (Low
Initial Slow-Start Threshold)

Scatter Plot of Goodput on TCP Flows vs. Non-TCP Flows for Movies Transferred on
Very Fast Paths with Fast Interfaces (Low Initial Slow-Start Threshold)

32 Bar Graphs (one for each simulated condition) plotting Goodput on TCP Flows vs.
Non-TCP Flows for Movies Transferred on Very Fast Paths with Fast Interfaces
(Low Initial Slow-Start Threshold)

Mills, et al. Special Publication 500-282

NIST

338
339

340

340
341
343
344
344
345
345
346

346
347
348
349
349
350
350
351

352
352
355
356
356
357
357

358

359

360

360
363
363
364
364
365

366

367

XXii



Study of Proposed Internet Congestion Control Mechanisms

8-45

8-46

8-47

8-48

8-49
8-50
8-51
8-52
8-53
8-54
8-55
8-56
8-57
8-58
8-59
8-60
8-61
8-62

8-63
8-64
8-65
8-66
8-67
8-68
8-69
8-70
8-71
8-72
8-73
8-74
8-75
8-76

8-77
8-78

9-1

9-2
9-3
9-4
9-5
9-6
9-7
9-8

9-9

Scatter Plot of Goodput on TCP Flows vs. Non-TCP Flows for Service Packs
Transferred on Very Fast Paths with Fast Interfaces (Low Initial Slow-Start
Threshold)
Bar Graphs plotting Goodput on TCP Flows vs. Non-TCP Flows for Service Packs
Transferred on Very Fast Paths with Fast Interfaces (Low Initial Slow-Start
Threshold)
Scatter Plot of Goodput on TCP Flows vs. Non-TCP Flows for Documents
Transferred on Very Fast Paths with Fast Interfaces (Low Initial Slow-Start
Threshold)
32 Bar Graphs plotting Goodput on TCP Flows vs. Non-TCP Flows for Service Packs
Transferred on Very Fast Paths with Fast Interfaces (Low Initial Slow-Start
Threshold)
Goodput Rank Matrix — y2(u) — BIC (High Initial Slow-Start Threshold)

Goodput Rank Matrix — y2(u) — CTCP (High Initial Slow-Start Threshold)

Goodput Rank Matrix — y2(u) — FAST (High Initial Slow-Start Threshold)

Goodput Rank Matrix — y2(u) — FAST-AT (High Initial Slow-Start Threshold)
Goodput Rank Matrix — y2(u) — HSTCP (High Initial Slow-Start Threshold)

Goodput Rank Matrix — y2(u) — HTCP (High Initial Slow-Start Threshold)

Goodput Rank Matrix — y2(u) — Scalable TCP (High Initial Slow-Start Threshold) __
TCP Goodput Rank Matrix — y16(u) — BIC (High Initial Slow-Start Threshold)

TCP Goodput Rank Matrix —y16(u) — CTCP (High Initial Slow-Start Threshold)
TCP Goodput Rank Matrix —y16(u) — FAST (High Initial Slow-Start Threshold)
TCP Goodput Rank Matrix — y16(u) — FAST-AT (High Initial Slow-Start Threshold)
TCP Goodput Rank Matrix — y16(u) - HSTCP (High Initial Slow-Start Threshold)
TCP Goodput Rank Matrix —y16(u) - HTCP (High Initial Slow-Start Threshold)
TCP Goodput Rank Matrix — y16(u) — Scalable TCP (High Initial Slow-Start
Threshold)
Goodput Rank Matrix — y2(u) — BIC (Low Initial Slow-Start Threshold)

Goodput Rank Matrix — y2(u) — CTCP (Low Initial Slow-Start Threshold)

Goodput Rank Matrix —y2(u) — FAST (Low Initial Slow-Start Threshold)

Goodput Rank Matrix — y2(u) — FAST-AT (Low Initial Slow-Start Threshold)
Goodput Rank Matrix —y2(u) — HSTCP (Low Initial Slow-Start Threshold)

Goodput Rank Matrix —y2(u) — HTCP (Low Initial Slow-Start Threshold)

Goodput Rank Matrix — y2(u) — Scalable TCP (Low Initial Slow-Start Threshold)
TCP Goodput Rank Matrix —y16(u) — BIC (Low Initial Slow-Start Threshold)

TCP Goodput Rank Matrix —y16(u) — CTCP (Low Initial Slow-Start Threshold)
TCP Goodput Rank Matrix — y16(u) — FAST (Low Initial Slow-Start Threshold)
TCP Goodput Rank Matrix — y16(u) — FAST-AT (Low Initial Slow-Start Threshold)
TCP Goodput Rank Matrix — y16(u) - HSTCP (Low Initial Slow-Start Threshold)
TCP Goodput Rank Matrix — y16(u) - HTCP (Low Initial Slow-Start Threshold)
TCP Goodput Rank Matrix — y16(u) — Scalable TCP (Low Initial Slow-Start
Threshold)
Average vs. Standard Deviation in Goodput Rank (High Initial Slow-Start Threshold)
Average vs. Standard Deviation in Goodput Rank Low Initial Slow-Start Threshold) _

Conditions Ordered Least to Most Congested under High Initial Slow-Start
Threshold

Distribution of Flow States for Six Conditions with Increasing Congestion
Average Number of Connecting Flows under High Initial Slow-Start Threshold
Average Retransmission Rate under High Initial Slow-Start Threshold
Average Flow Completion Rate under High Initial Slow-Start Threshold
Aggregate Flows Completed under High Initial Slow-Start Threshold

Average Smoothed Round-Trip Time under High Initial Slow-Start Threshold
Web Objects as Proportion of Flows Completed under High Initial Slow-Start
Threshold

Movies as Proportion of Flows Completed under High Initial Slow-Start Threshold

Mills, et al. Special Publication 500-282

NIST

368

368

369

369
372
373
373
374
374
375
375
376
376
377
377
378
378

379
380
381
381
382
382
383
383
384
384
385
385
386
386

387
388
389

399
399
402
403
404
404
405

405
406

Xxiii



Study of Proposed Internet Congestion Control Mechanisms

9-10
9-11
9-12
9-13
9-14
9-15
9-16

9-17

9-18

9-19

9-20
9-21
9-22
9-23
9-24
9-25
9-26

9-27
9-28

9-29
9-30

9-31

9-32

9-33

9-34

9-35

9-36

A-1

A-2
A-3
A-4

Average Flow Congestion Window Size under High Initial Slow-Start Threshold

Average Goodputs on Movies under Combinations of Path Class and Interface Speed
Average Goodputs on Service Packs under Combinations of Path Class and Interface
Speed
Average Goodputs on Documents under Combinations of Path Class and Interface
Speed
Average Goodputs on Web Objects under Combinations of Path Class and Interface
Speed
Principal Component 1 vs. Principal Component 2 from Average Goodput Data in a
Large, Fast Network and High Initial Slow-Start Threshold

Goodput on TCP Flows vs. Non-TCP Flows for Movies on Very Fast Paths with Fast
Interfaces in a Large, Fast Network with High Initial Slow-Start Threshold

Bar Graphs plotting Goodput Differences on TCP Flows vs. Non-TCP Flows for
Movies Transferred on Very Fast Paths with Fast Interfaces in a Large, Fast Network
with a High Initial Slow-Start Threshold
Goodput on TCP Flows vs. Non-TCP Flows for Movies on Fast Paths with Fast
Interfaces in a Large, Fast Network with High Initial Slow-Start Threshold

Bar Graphs plotting Goodput Differences on TCP Flows vs. Non-TCP Flows for
Movies Transferred on Fast Paths with Fast Interfaces in a Large, Fast Network with
High Initial Slow-Start Threshold

Goodput on TCP Flows vs. Non-TCP Flows for Service Packs on Fast Paths with Fast
Interfaces in a Large, Fast Network with High Initial Slow-Start Threshold

Bar Graphs plotting Goodput Differences on TCP Flows vs. Non-TCP Flows for
Service Packs Transferred on Fast Paths with Fast Interfaces in a Large, Fast
Network with High Initial Slow-Start Threshold
Goodput Rank Matrix — y2(u) — BIC (Large, Fast Network, High Initial Slow-Start) _
Goodput Rank Matrix — y2(u) — CTCP (Large, Fast Network, High Initial Slow-Start)
Goodput Rank Matrix — y2(u) — FAST (Large, Fast Network, High Initial Slow-Start)
Goodput Rank Matrix — y2(u) — FAST-AT (Large, Fast Network, High Initial Slow-
Start)
Goodput Rank Matrix — y2(u) — HSTCP (Large, Fast Network, High Initial Slow-
Start)
Goodput Rank Matrix —y2(u) — HTCP (Large, Fast Network, High Initial Slow-Start)
Goodput Rank Matrix — y2(u) — Scalable (Large, Fast Network, High Initial Slow-
Start)
Goodput Rank Matrix — y16(u) — BIC (Large, Fast Network, High Initial Slow-Start)
Goodput Rank Matrix — y16(u) — CTCP (Large, Fast Network, High Initial Slow-
Start)
Goodput Rank Matrix — y16(u) — FAST (Large, Fast Network, High Initial Slow-
Start)
Goodput Rank Matrix — y16(u) — FAST-AT (Large, Fast Network, High Initial Slow-
Start)
Goodput Rank Matrix — y16(u) — HSTCP (Large, Fast Network, High Initial Slow-
Start)
Goodput Rank Matrix — y16(u) - HTCP (Large, Fast Network, High Initial Slow-
Start)
Goodput Rank Matrix — y16(u) — Scalable (Large, Fast Network, High Initial Slow-
Start)
Average vs. Standard Deviation in Goodput Rank (Large, Fast Network, High Initial
Slow-Start Threshold)

Response curves of two hypothetical TCP variants TCPO and TCP1 and the graph of
a hypothetical packet loss function
Response curve for CUBIC with a £50% error region vs. TCP Reno

Response curve for CTCP with a £50% error region vs. TCP Reno

Response curves for CUBIC and CTCP with corresponding error regions

Mills, et al. Special Publication 500-282

NIST

406
409

409
410
410
411

412

413

414

414
415
415
418
419
419
420

420
421

421
422

422
423
423
424
424
425
426
471
477

478
479

XXiV



Study of Proposed Internet Congestion Control Mechanisms

B-1
B-2
B-3
B-4

C-1
C-2

C-3
C-4
C-5
C-6
C-7
C-8
C-9
C-10
C-11
C-12
C-13

C-14
C-15

C-16

C-17

D-1
D-2
D-3
D-4
D-5
D-6
D-7
D-8
D-9
D-10

Experiment Topology

Changes in RTT Fairness with Increasing Buffer Size

Changes in Throughput Fairness with Increasing Buffer Size

Changes in Average Throughput with Increasing Buffer Size

Combined Matrix of Scatter Plots and Correlation Values for 22 Responses
Frequency Distribution of the Absolute Value of Correlations for All Pairs of
Responses

Index-Index Plot for Correlation Pairs where |Correlation (Yi, Yj)| > 0.65
Histograms for 22 Principal Components

Weight Vectors for the First Four Principal Components

Main Effects Plots for Top Four Principal Components

Y-Y-X plot for Responses y7 and y22

Main-Effects Plot for Response y1 (Average Number of Active Flows)
Main-Effects Plot for Response y10 (Average Retransmission Rate)

Main-Effects Plot for Response y11 (Average Congestion Window Size)
Main-Effects Plot for Response y22 (Average Throughput on NN Flows)
Main-Effects Plot for Response y15 (Average Smoothed Round-Trip Time)
Main-Effects Plot for Response y4 (Average Packets Output per Measurement
Interval)

Main-Effects Plot for Response y6 (Flows Completed per Measurement Interval)
Main-Effects Plot for Response y17 (Average Instantaneous Throughput on DD

Flows)

Main-Effects Plot for Response y20 (Average Instantaneous Throughput on FF

Flows)

Average Condition Ranking Displayed on Vertices of a Cube

Sample Ordered Data Plot

Sample Multi-factor Scatter Plot

Sample Main Effects Plot

Sample Interaction Effects Matrix

Sample Block Plots

Sample Youden Plot

Sample |Effects| Plot

Sample Half-Normal Probability Plot of |Effects|

Sample Cumulative Residual Standard Deviation Plot

Sample Contour Plot of Two Dominant Factors

Mills, et al. Special Publication 500-282

NIST

484
489
490
491

500

501
502
503
503
504
506
507
508
509
510
511

512
513

514

515
518

524
526
527
528
529
530
531
532
533
534

XXV



Study of Proposed Internet Congestion Control Mechanisms

List of Tables

3-1
3-2
3-3
3-4
3-5
3-6
3-7
3-8
3-9
3-10
3-11

4-1
4-2

4-3

4-4

4-5

4-6

4-7

4-8

4-9

4-10
4-11
4-12
4-13
4-14
4-15
4-16
4-17
4-18
4-19
4-20
4-21
4-22
4-23
4-24
4-25
4-26
4-27
4-28
4-29
4-30

5-1
5-2

5-4
5-5
5-6

5-8

Link Propagation Delays in the Base Simulated Topology

Routes across the Backbone from Source (S) to Destination (D) Domain
Specification of Values for Parameter SOURCE_TYPE
Summary of Aggregate Measures Reported by MesoNet

Summary of Flow-Class Measures Reported by MesoNet
Summary of Long-Lived Flow Measures Reported by MesoNet

Summary of Measures Reported by MesoNet for Each Router

Summary of Added Measures Reported by MesoNet for Access Routers
Characteristic Performance for MesoNet in Two Experiments

Processing Requirements for MesoNet in Two Experiments
Memory Requirements for MesoNet in Two Experiments

Responses Characterizing Macroscopic Network Behavior

Responses Characterizing Instantaneous Throughput for Active Flows by Flow Class
Identity and Purpose of 10 Plots in the 10-Step Graphical Analysis
Simulation-Control Parameters

Parameters Controlling User Behavior
Parameters Adapting Network Characteristics

Parameters Altering Properties of Sources and Receivers

Parameters Controlling Source Startup Pattern

Parameters Related to TCP Operation

Recap of Sensitivity Analysis Factors and Mapping to MesoNet Parameters
Two-Level Settings for Each of 11 Factors in Sensitivity Analysis
Relationship among the Speed of Backbone Routers and Other Router Types
Relation between Factors and Number and Distribution of Sources

Relation between Factors and Number and Distribution of Receivers
Relation between Factors and Distribution of Flow Classes

Buffers for Combinations of Round-Trip Propagation Delay (x1) and Capacity (x2)

Characteristics of Processors Executing Simulation Runs
Execution Time Required for Each Simulation Run

Responses Selected for Investigation in Sensitivity Analysis
Responses Composing Principal Component One

Responses Composing Principal Component Two
Responses Composing Principal Component Three
Responses Composing Principal Component Four
Definition of Major Principal Components in Model Response
Rank Analysis based on Domain Expertise
Rank Analysis based on Principal Components Analysis
Mapping of Factor Settings to Eight Three-Factor Conditions
Average Response Values for Each Three-Factor Condition

Ranking for Each Condition vs. Each Response
Changes in Ranking Attributable to Each Factor

Definition of Symbols Used to Model Connection Establishment Procedures
Definition of Symbols Used to Model Slow-Start Procedures
Symbols and Definitions Used to Model BIC Congestion Avoidance Procedures
Symbols and Definitions Used to Model CTCP Congestion Avoidance Procedures
Symbols and Definitions Used to Model FAST Congestion Avoidance Procedures
Symbols and Definitions Used to Model HSTCP Congestion Avoidance Procedures
Symbols and Definitions Used to Model H-TCP Congestion Avoidance Procedures
Symbols and Definitions Used to Model Scalable TCP Congestion Avoidance
Procedures

Mills, et al. Special Publication 500-282

NIST

41
41
48
53
56
58
59
60
68
69
69

78
79
86
90
90
91
92
92
93
93
94
95
97
97
97
98
99
101
107
109
109
109
110
119
127
127
131
131
132
132

141
142
147
150
153
155
156

158

XXVi



Study of Proposed Internet Congestion Control Mechanisms

5-9
5-10
5-11

6-1

6-2

6-3

6-4

6-5

6-6

6-7

6-8

6-9

6-10
6-11
6-12
6-13
6-14
6-15
6-16
6-17
6-18
6-19
6-20
6-21
6-22
6-23
6-24
6-25
6-26
6-27
6-28
6-29
6-30
6-31

6-32

Capacity of the Dumbbell Topology with Various Round-Trip Times
Link and Buffer Utilizations for Simulated Congestion Control Mechanisms

Bandwidth Fairness (Jain’s Index) for Simulated Congestion Control Mechanisms

Congestion Control Mechanisms Compared

Definition of Three Path Classes

Robustness Factors Selected for Comparing Congestion Control Mechanisms
Fixed Network Parameters
Domain View of Router Speeds

Path Propagation Delays Simulated

Buffer Sizes Simulated

Fixed Parameters Related to Sources and Receivers
Number of Simulated Sources

Fixed Simulation Control Parameters
Fixed Parameters Specifying Simulated User Traffic

Fixed Parameters Specifying Long-Lived Flows

Template Specifying a 2°* Orthogonal Fractional Factorial Design

Instantiated Robustness Conditions for 2°* Experiment Design

Responses Characterizing Macroscopic Behavior

Responses Characterizing User Experience on Very Fast Paths

Responses Characterizing User Experience on Fast Paths

Responses Characterizing User Experience on Typical Paths

Responses Characterizing User Experience on Long-Lived Flows

Responses Charactering Buffer Usage in Directly Connected Access Routers
Aggregate Responses Characterizing Macroscopic Behavior

Responses Characterizing User Experience for Completed Flows on Very Fast Paths _

Responses Characterizing User Experience for Completed Flows on Fast Paths

Responses Characterizing User Experience for Completed Flows on Typical Paths

Responses Characterizing Distribution of Flows among Backbone Routers
Characteristics of Compute Servers Used to Execute the Simulations

Processing Requirements for Simulations Mapped to Specific Compute Servers

Characterization of the Number of Flows and Data Packets Simulated
Format Adopted for Each Time-Period Data File

Format Adopted for Reporting Aggregate Measures

Flows Completed per 200 ms interval and Total Completions for DD Flows in Time
Period Two under Condition 4

Average, Minimum and Maximum Goodput on DD Flows for Each Congestion
Control Algorithm during TP2 when Averaged over All 32 Conditions

Congestion Control Mechanisms Compared

Robustness Factors Adopted for Comparing Congestion Control Mechanisms
Fixed Parameters Related to Sources and Receivers
Instantiated Robustness Conditions

Domain View of Router Speeds

Number of Simulated Sources

Buffer Sizes Simulated

Comparing Resource Requirements for Simulating the FAST Congestion Control
Algorithm in a Large, Fast Network and a Scaled-Down Network

Comparing Number of Simulated Flows and Packets for a Large, Fast Network and a

Scaled-Down Network under All Congestion Control Algorithms

Goodputs on DD Flows Averaged over all 32 Conditions for Each Time Period
Per Flow Goodputs for Long-Lived Flow L1 Averaged over all 32 Conditions for
Each Time Period

Per Flow Goodputs for Long-Lived Flow L2 Averaged over all 32 Conditions for
Each Time Period

Mills, et al. Special Publication 500-282

NIST

179
180
180

183
184
185
185
186
186
186
187
187
187
188
189
190
191
191
192
192
193
193
193
194
194
194
195
195
196
196
197
197
198

211
240
253
254
255
255
256
256
256
261

261
292

295

295

XXVii



Study of Proposed Internet Congestion Control Mechanisms

7-13

7-14
7-15

7-16

7-17

7-18

7-19

7-20

8-1
8-2
8-3
8-4
8-5
8-6
8-7

8-8

8-9

8-10
8-11
8-12
8-13
8-14

8-15
8-16
8-17
8-18
8-19
8-20
8-21

8-22
8-23
8-24
8-25
8-26
8-27
8-28

8-29

Per Flow Goodputs for Long-Lived Flow L3 Averaged over all 32 Conditions for
Each Time Period

Time until Long-Lived Flows Reach Maximum Transfer Rate in TP1 for Condition 8
Time until Long-Lived Flows Recover Maximum Transfer Rate in TP3 for
Condition 8

Average Goodput for Each Congestion Control Algorithm on Three Long-Lived
Flows during TP2 under Condition 8

Time until Long-Lived Flow L1 Reaches Maximum Transfer Rate in TP1 for Three
Uncongested Conditions

Time until Long-Lived Flow L1 Recovers Maximum Transfer Rate in TP3 for Three
Uncongested Conditions

Average Goodput on Long-Lived Flow L1 for Each Congestion Control Algorithm
under Each of Three Uncongested Conditions
Average Goodput on Long-Lived Flow L1 for Each Congestion Control Algorithm in
Each of the Three Time Periods under Most Congested Condition 21

Alternate Congestion Control Regimes Compared

Robustness Factors Adopted for Comparing Congestion Control Mechanisms
Probability Distributions for Files of VVarious Sizes

Fixed Parameters for Sizing Files

Four Dimensions Defining Flow Groups

Flow Group Identifiers Assigned Based on Three-Dimensional Classification

Computing Target Minimums for Document Transfers with Combinations of Flow

Traits

Fixed Network Parameters

Fixed Source and Receiver Parameters

Proportion of Sources and Receivers Placed under Specific Router Classes
Probability of Flows Transiting Specific Path Classes

Fixed Simulation Control Parameters

Two-Factor 2°* Orthogonal Fractional Factorial Design Template

The 32 Simulated Conditions used to compare Each Combination of Congestion
Control Algorithm and Initial-Slow Start Threshold

Simulated Router Speeds

Number of Simulated Sources

Simulated Propagation Delays

Characterization of Simulated Buffer Sizes

Measured Responses Characterizing Macroscopic Network Behavior

Measured Responses Characterizing User Experience for Each Flow Group
Comparing Resource Requirements for Simulating One Hour of Network Operation
under 32 Conditions with High and Low Initial Slow-Start Thresholds

Comparing Flows Completed and Data Packets Sent when Simulating One Hour of
Network Operation under 32 Conditions with High and Low Initial Slow-Start
Thresholds

Data Format Summarizing Responses y1 to y16 for All Algorithms and Conditions __

Data Format Summarizing User Experience for One Flow Group

Data Format Summarizing User Experience for One Flow Group under All
Algorithms and Conditions

Average Goodput per Flow Group under Each Alternate Congestion Control
Algorithm (High Initial Slow-Start Threshold)

Average Goodput per Flow Group on TCP Flows Competing with Each Alternate
Congestion Control Algorithm (High Initial Slow-Start Threshold)

Average Goodput per Flow Group under Each Alternate Congestion Control
Algorithm (Low Initial Slow-Start Threshold)

Average Goodput per Flow Group on TCP Flows Competing with Each Alternate
Congestion Control Algorithm (Low Initial Slow-Start Threshold)

Mills, et al. Special Publication 500-282

NIST

295
296

297

302

303

303

308

308

316
317
318
318
318
319

321
322
323
323
323
324
325

326
327
327
327
327
331
332
333
333
334
335
335
353
354
361

362

XXViii



Study of Proposed Internet Congestion Control Mechanisms

8-30

8-31

8-32

9-1

9-2
9-3
9-4
9-5
9-6
9-7
9-8

9-9

9-10

9-11

9-12

9-13

10-1

A-2

A-3

B-1
B-2
B-3

B-5
B-6

C-1
C-2
C-3

C-5
C-6
Cc-7
C-8
C-9

Range of Goodput Differences (%0) for Flow Groups under High and Low Initial
Slow-Start Threshold

Summary Average and Standard Deviation in Goodput and TCP Goodput Rank for
All Congestion Control Algorithms (High Initial Slow-Start Threshold)

Summary Average and Standard Deviation in Goodput and TCP Goodput Rank for
All Congestion Control Algorithms (Low Initial Slow-Start Threshold)

Comparison of Experiment with Congestion Control Algorithms in a Small Network vs.
Experiment in a Large, Fast Network

Robustness Factors Adopted for Comparing Congestion Control Mechanisms
Key Fixed Factors Adopted for Comparing Congestion Control Mechanisms
Two-Level 2°* Orthogonal Fractional Factorial Design

Simulated Router Speeds
Number of Simulated Sources

Characterization of Simulated Buffer Sizes

Comparing Resource Requirements for Simulating a Small Network and a Large,
Fast Network

Comparing Number of Simulated Flows and Packets for a Small Network and a
Large, Fast Network

Average Goodput per Flow Group under Each Alternate Congestion Control
Algorithm for a Large, Fast Network with High Initial Slow-Start Threshold
Average Goodput per Flow Group on TCP Flows Competing with Each Alternate
Algorithm for a Large, Fast Network with High Initial Slow-Start Threshold

Range of Goodput Differences (%) for Flow Groups under High Initial Slow-Start
Threshold for Small, Slow Network and for Large, Fast Network
Summary Average and Standard Deviation in Goodput Rankings for Flows using
Alternate Congestion Control Algorithms and for Competing TCP Flows (Large, Fast
Network, High Initial Slow-Start Threshold)

Comparing Four Characteristics of Individual Alternate Congestion Control
Algorithms

Estimated throughput for CUBIC in p/ms for 1000 concurrent flows on a link with a
122 p/ms capacity (for 1 KB packets)
Estimated throughput for CTCP in p/ms for 1000 concurrent flows on a link with a
122 p/ms capacity (for 1KB packets)
Estimated throughput for TCP Reno in p/ms for 1000 concurrent flows on a link with
a 122 p/ms capacity (for 1 KB packets)

One-Way Propagation Delay on Each Link in the Simulated Topology
Characteristics of Three Flow Sets Simulated in the Experiment
MesoNet Parameter Settings for the Experiment
Domain View of the Simulated Network Characteristics
Configuration of Compute Server for Simulations
Resource Requirements for Simulations

Two-Level Settings for Each of 11 Factors in Sensitivity Analysis
Selected Fixed Parameters

Router Speeds by Router Class for Each Level of Network Speed (x2)

Average Buffer Size by Router Class for Specific Combinations of Propagation Delay
(x1), Network Speed (x2) and Buffer-Sizing Algorithm (x3)
Relation between Factors and Number and Distribution of Sources
Relation between Factors and Number and Distribution of Receivers
Relation between Factors and Distribution of Flow Classes
Responses Characterizing Macroscopic Network Behavior

Responses Characterizing Average Instantaneous Throughput by Flow Class

Mills, et al. Special Publication 500-282

NIST

370
379

387

395
396
396
397
398
398
398

400
401
407
408

416

425

436

480
480
480

485
486
486
487
488
488

494
495
495

495
496
497
497
498
498

XXiX



Study of Proposed Internet Congestion Control Mechanisms

C-10
C-11
C-12
C-13
C-14
C-15
C-16
C-17

D-1

Configuration of Compute Servers for Simulations

Execution Time Required for Each Simulation Run

Responses Selected for Investigation in Sensitivity Analysis

Rank Analysis of Sensitivity Analysis Responses

Mapping of Factor Settings to Eight Conditions

Average Response Values for Each Condition

Ranking for Each Condition vs. Each Response

Changes in Ranking Attributable to Each Factor

Identity and Purpose of 10 Plots in the 10-Step Graphical Analysis

Mills, et al. Special Publication 500-282

NIST

499
499
506
516
517
517
518
519

523

XXX



Study of Proposed Internet Congestion Control Mechanisms

Table of Acronyms

Acronym
ACK
AVFSWO
AVThT
AWND
BIC
BRS

C

CA
CAC
CPU
CRTO
CTCP
CWND
DES
DT
DWND
FAST
FAST-AT
GB
Gbps
GENI
GHz
HSTCP
HTCP
ICCRG
IP

IRTF
ISP

ITL
Kbytes
Kbytes
MB
Mbps
Mbytes
MCMP
NAK
NIST
NSF
OFF
P2pP

Mills, et al.

Definition

Acknowledgment

Average File Size for Web Objects

Average Think Time

Advertised Window

Binary Increase Congestion control
Backbone Router Speed

Capacity

Cellular Automata

Correlation Analysis and Clustering

Central Processing Unit

Current Retransmission Time Out
Compound TCP

Congestion Window

Discrete-Event Simulation

Data segment (or packet)

Delay Window (used by CTCP)

Fast Active Queue Management Scalable TCP
Fast Active Queue Management Scalable TCP with Alpha Tuning
Gigabytes (Giga denotes billion)

Gigabits per second (Giga denotes billion)
Global Environment for Network Innovation
Giga Hertz (Giga denotes billion)

High Speed TCP

Hamilton TCP

Internet Congestion Control Research Group
Internet Protocol

Internet Research Task Force

Internet Service Provider

Information Technology Laboratory
Kilobtyes

Kilobytes

Megabytes

Megabits per second

Megabytes

Multicore Multiprocessor

Negative Acknowledgment

National Institute of Standards and Technology
National Science Foundation

Orthogonal Fractional Factorial
Peer-to-Peer

Special Publication 500-282

NIST

XXXI



Study of Proposed Internet Congestion Control Mechanisms

PC
PC
PCA
PDM
POP

ppts
pps
p/ms
PrFH
PrLF
QSA
RDist
RTO
RTT
RWND
SD
SDist
SFSR
SLX
SQR
SQRT
SRTT
SST
STCP
TCP
UDP
WEB

Mills, et al.

Personal Computer

Principal Component

Principal Components Analysis
Propagation Delay in Milliseconds
Point Of Presence
packets per time step
packets per second
packets per millisecond
Probability of a Fast Host
Probability of a Larger File

Queue Sizing Algorithm

Receiver Distribution
Retransmission Time Out
Round Trip Time

Receiver Window

Standard Deviation

Source Distribution
Scaling For Sources and Receivers
Simulation Language with eXtensibility
Square Root

Square Root

Smoothed Round Trip Time

slow start threshold

Scalable TCP

Transmission Control Protocol
User Datagram Protocol
World-wide Web

Special Publication 500-282

NIST

XXXii



Chapter 1 — Introduction

y - fistributed
" melfods-<==|ptemel..

fon hn vl mvesmas'IT;Em hanges af

AN fhr'e'searcherscﬂngBS“ﬁHﬁm[:mmemlml

=t aluunlhmsw.mm-..helgavmr““ﬂ"s::us

ke Predicted ) discrete-gen] v t
BSEFI B

alg) curenl
"""I"" onatiotemparal e
MesoNelhS  epaioms IS b




Study of Proposed Internet Congestion Control Mechanisms NIST

1 Introduction

Society is becoming increasingly reliant on large networked information systems for
commerce, communication, education, entertainment and government. “[Despite]
society’s profound dependence on networks, fundamental knowledge about them is
primitive. [Global] communication...networks have quite advanced technological
implementations but their behavior under stress still cannot be predicted reliably.... There
IS no science today that offers the fundamental knowledge necessary to design large
complex networks [so] that their behaviors can be predicted prior to building them.”
[104] This lack of knowledge grows more acute as society moves toward service-oriented
architectures [102-103] that deploy software, platforms and infrastructure as distributed
services accessible through networks.

Why are large distributed systems so difficult to predict? Such systems exhibit
global behavior that arises from independent decisions made by many simultaneous
actors, which adapt their behavior based on local measurements of system state. As a
result of actor adaptations, global system behavior may change, influencing subsequent
measurements, and leading to further adaptations. This continuous cycle of measurement
and adaptation produces a time-varying global behavior that drives the performance
experienced by individual actors within spatiotemporal regions of a large distributed
system. Thus, to truly understand and predict behaviors in such systems requires
techniques to model and analyze designs at large scale. Such techniques are currently
beyond the state of the art, as practiced by network researchers.

As part of a team of researchers [105] at NIST, we are investigating methods to
model and analyze distributed systems, such as the Internet, computational grids, service-
oriented architectures and computing clouds. As part of this investigation, the study
reported here develops, applies and evaluates a coherent set of modeling and analysis
methods for distributed information systems of large spatiotemporal scale. The methods
are adapted from techniques often applied by NIST scientists to study physical systems.

In this study, we develop methods to investigate global system behavior within
the context of a challenge problem: comparing some proposed changes to the standard
congestion control algorithm [9-10] for the Internet. Congestion control procedures are
implemented as part of the transmission control protocol (TCP) that operates within every
computer attached to the global Internet. Numerous researchers [46-51] have forecast
changes in relationships among bandwidth and propagation delay as the speed of network
links increases. These researchers predict that the current version of TCP will prove
inadequate, leading to substantial underutilization in network resources and preventing
end users from achieving high transfer rates. Such predictions have stimulated
researchers to propose alternate congestion control algorithms [52-61] intended to
achieve higher network utilization and better user performance. Evaluating the
implications of adopting proposed changes to TCP congestion control procedures
requires investigating global behaviors that resul