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Recent experimental measurements of soot volumc fraction in a flickering CH, /air diffusion flame show
that for conditions in which the tip of the flame is clipped, soot production is ~5 times greater than that
measured for a steady flame burning with the same mean fuel flow velocity (Shaddix et al., Ref. 9). This paper
presents time-dependent numerical simulations of both steady and time-varying CH, /air diffusion flames to
examine the differences in combustion conditions which lead to the observed enhancement in soot
production in the flickering flames. The numerical model solves the two-dimensional, time-dependent,
reactive-flow Navier—Stokes equations coupled with submodels for soot formation and radiation transport.
Qualitative comparisons between the experimental and computed steady flame show good agreement for the
soot burnout height and overall flame shape except near the burner lip. Quantitative comparisons between
experimental and computed radial profiles of temperature and soot volume fraction for the steady flame
show good to excellent agreement at mid-flame heights, but some discrepancies near the burner lip and at
high flame heights. For the time-varying CH,/air flame, the simulations successfully predict that the
maximum soot concentration increases by over four times compared to the steady flame with the same mean
fuel and air velocities. By numerically tracking fluid parcels in the flowfield, the temperature and stoichiometry
history were followed along their convective pathlines. Results for the pathline which passes through the
maximum sooting region show that flickering flames exhibit much longer residence times during which the
local temperatures and stoichiometries are favorable for soot production. The simulations also suggest that
soot inception occurs later in flickering flames, and at slightly higher temperatures and under somewhat
leaner conditions compared to the steady flame. The integrated soot model of Syed et al. (Ref. 12), which was
developed from a steady CH,/air flame, successfully predicts soot production in the time-varying CH, /air
flames.
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q..4, thermal conductive and
radiative heat flux

r radial distance

R universal gas constant

T fluid temperature

T, temperature of back-
ground gas

U diffusion velocity of
species &

v, thermophoretic velocity

t time

V fluid velocity

W, molecular weight of ele-
ment k

Wysc oxidation rate, Nagle
and Strickland-Consta-
ble model

X, mole faction of species
k

Y, mass fraction of species
k

z axial distance

Z, mass fraction of ele-
ment k

Greek Symbols

CQ,CB,Cy,Ca,T,,,Ty constants in Syed et al.

soot formation model

B weighted summation of
atomic fractions

3 mixture fraction

P fluid density

Psoot density of a soot parti-
cle

2 Stefan—Boltzmann con-
stant

T viscous stress tensor

v kinematic viscosity

Wy source term for chemi-
cal reaction for species
k

, source term for soot
number density

oy source term for soot

volume fraction

INTRODUCTION

There have been numerous studies over the
past two decades on the use of numerical mod-

els to simulate steady laminar diffusion flames.
However, many practical flames are unsteady,
and increased attention has focused on the
development of time-dependent models to ad-
equately characterize the fluctuating behavior
of these flames. Time-dependent numerical
simulations of unsteady hydrogen-air jet diffu-
sion flames have investigated the effects of
heat release, viscosity, and gravity on the de-
velopment and dynamics of the high-frequency
Kelvin-Helmholtz instabilities in the inner
shear layer of the jet and on the low-frequency,
buoyancy-driven outer structures [1, 2]. The
role of buoyancy in the formation of the low-
frequency outer structures was also investi-
gated for propane/air jet diffusion flames [3,
4], Other time-dependent simulations have ex-
amined the effects of nonunity Lewis number
and finite-rate chemistry on the dynamics of
hydrogen /air flames [5] and studied the vor-
tex—flame interactions in CH, /air jet diffusion
flames [6].

Since many practical combustion conditions
involve sooting hydrocarbon diffusion flames,
recent efforts have focused on the develop-
ment of a time-dependent numerical model
which includes the processes of soot formation
and radiation transport. An investigation of
the effects of multidimensional radiation trans-
port in a heavily sooting ethylene jet diffusion
flame demonstrated how radiative losses
change the overall temperature, species con-
centration, and soot volume fraction distribu-
tions [7]. This numerical model has also been
used to investigate the fluid-chemical interac-
tions and the role of the inner shear-layer
instabilities in lifted methane /air jet diffusion
flames [8].

The purpose of the present paper is to apply
these newly developed modeling capabilities to
study soot production in time-varying
methane /air diffusion flames. Recent experi-
mental measurements in a flickering CH, /air
flame show that for conditions in which the tip
of the flame is clipped, the peak local soot
volume fraction is 5—6 times greater than that
measured for a steady flame burning with the
same mean fuel flow velocity [9, 10]. Time-vary-
ing diffusion flames exhibit different combina-
tions of residence time, temperature history,
strain rate, and local stoichiometry than those
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observed in steady flames. A computational
investigation of how these key parameters af-
fect soot production and destruction can pro-
vide new insight into the fluid—chemical inter-
actions which result in the dramatically en-
hanced soot production experimentally ob-
served in time-varying flames.

Formulations of integrated soot models
(wherein soot inception, growth, agglomera-
tion, and oxidation processes are included) is
an active area of combustion research [11-21].
These descriptions have been perforce devel-
oped using experimental data from steady dif-
fusion flames, but the goal is their application
to turbulent combustion conditions. The flick-
ering flame measurements offer demanding
tests of such integrated soot models for a re-
producible, yet complex combusting flowfield.
For methane combustion the soot model of
Syed et al. [12] is of particular interest, since
soot production and destruction are described
simply in terms of the local temperature and
methane mole fraction. As such, this model
can be easily incorporated into a time-depen-
dent simulation.

Here direct numerical simulations are pre-
sented in order to (a) quantitatively compare
experimental soot volume fraction and temper-
ature results for a steady CH,/air flame with
predictions, (b) compare experimental mea-
surements and computations of the soot vol-
ume fraction in the flickering flames, and (¢)
elucidate the changes in residence time, tem-
perature, and mixture fraction which lead to
the enhanced soot production observed in the
flickering flames.

NUMERICAL METHOD

The numerical model solves the two-dimen-
sional, axisymmetric, time-dependent,
reactive-flow Navier—Stokes equations coupled
with submodels for soot formation and radia-
tion transport:
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Equations 1-6 are closed by the ideal gas
relations:

P =n kT 7
de = pC,dT. (8)

Equations 1-4 include terms for convection,
thermal conduction, molecular diffusion, vis-
cosity, chemical reaction and energy release,
gravity, and radiation transport. The soot con-
servation equations, Eqgs. 5 and 6, include terms
for convection and thermophoresis, where the
thermophoretic velocity is defined by

vinT

v, = —0.54p Pl 9

Our solution to Eqgs. 1-6 includes both the
radial and axial components of the convective
and diffusive transport terms (thermal conduc-
tion, molecular diffusion, and viscosity). How-
ever, only the radial component of the ther-
mophoretic term is considered in Eqgs. 5 and 6,
and only the axial component of the gravita-
tional acceleration term is included in Eq. 2.
These equations are then rewritten in terms of
finite-difference approximations on an Eule-
rian mesh and solved numerically for specified
boundary and initial conditions. The model
consists of separate algorithms for each of the
individual processes, which are then coupled
together by the method of timestep split-
ting [22].

The present model uses the same algorithms
for the convective and diffusive transport pro-
cesses as previously published [1, 2, 7, 8] and
therefore will only be briefly described here.
The algorithms for chemical reaction/energy
release, soot formation and oxidation, as well
as radiation transport, are different than those
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published previously and are discussed in more
detail below.

Convective and Diffusive Transport

Fluid convection is solved with a high-order
implicit algorithm, Barely Implicit Correction
to Flux-Corrected Transport (BIC-FCT), that
was developed by Patnaik et al. [23] to solve
the convection equations for low-velocity flows.
The Flux-Corrected Transport (FCT) algo-
rithm [22] itself involves an explicit, finite-dif-
ference method that is constructed to have
fourth-order phase accuracy. However, be-
cause FCT is an explicit algorithm, the numeri-
cal timestep required for accuracy and stability
is limited by the velocity of sound. The basic
approach used in BIC-FCT is to treat only
those terms whose accuracy and stability are
limited by the sound speed (such as the pres-
sure terms in the momentum and energy equa-
tions) implicitly.

Thermal conduction, molecular diffusion,
and viscosity are evaluated using explicit two-
dimensional finite differencing [1, 2, 7, 8]. The
algorithm for molecular diffusion includes
multicomponent diffusion among all species
tracked (CH,, O,, H,0, CO,, and N,), where
the binary diffusion coefficients are calculated
as a function of temperature for each species-
pair from kinetic theory using Lennard—Jones
parameters from the Sandia Transport Data
Base [24]. Similarly, the thermal conduction
and viscosity coefficients are also calculated
from kinetic theory for each individual species
as a function of temperature. Using mixture
rules [1, 2, 7, 8], an overall mixture thermal
conductivity, mixture viscosity coefficient, and
mixture diffusion coefficient are then calcu-
lated from the species coefficients in each
computational cell. The viscosity sub-model in-
cludes all of the viscous terms in the compress-
ible Navier-Stokes equations. Subcycling is used
in the molecular diffusion and thermal conduc-
tion modules to ensure numerical stability.

Chemical Reaction and Energy Release

Due to the large amount of computational
time required to solve the conservation equa-
tions over a highly-resolved computational grid

(up to 40 h on a Cray YMP for the flickering
flame calculations, which required 60,000 to
80,000 timesteps to reach convergence), a sim-
plified chemical reaction /energy release model
was used. In contrast to previous calculations
which incorporated global chemical rates de-
rived from premixed reaction data [1, 2, 7], the
present computation utilized a fuel consump-
tion rate based on Bilger’s [25] formulation for
chemical reaction in diffusion flames:

Cizlfcﬂ4
d¢? ’

wen, = —pD(VEY (10)

where D is an overall diffusion coefficient [26],

(cm?/s),

D =1.786 x 1073T!662, (11

Mixture fraction is expressed in the form

g- 2P (12)
B~ B

where B is a weighted summation of atomic

fractions [27] and the subscripts 1 and 2 refer

to the fuel and oxidizer streams, respectively:
ZO

Zc Zy
B=2—4+05—2 -2, (13)
W, W, W,

Equation 10 is derived from the chemical
species conservation equation by making a
number of assumptions which could seemingly
lead to pitfalls in practice, including (a) equal
binary diffusion coefficients, D, ; = D, (b) D
= constant, and (c) species mass fractions de-
scribed as unique functions of the mixture
fraction, Y; = Y,(£). In spite of these potential
problems recent comparisons of reaction rates
derived from Eq. 10 and those calculated from
direct numerical simulation (with a detailed
chemical mechanism) of a methane /air diffu-
sion flame show good agreement for the major
species [28]. Although this chemical reaction
sub-model is based on the assumption of equal
and constant binary diffusion coefficients, our
molecular diffusion sub-model does include
multi-component species diffusion (as dis-
cussed in the preceeding section).

The species tracked include O,, CO,, H,0,
and N, (assumed to be chemically inert). After
the CH, consumption rate is calculated from
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Eq. 10, the consumption rate of O, and the
production rates of CO, and H,O are then
evaluated from their respective stoichiometric
coefficients. The amount of heat released is
then calculated from

d[CH, ]
dt

Q= -AH, ) (14)

Soot Formation and Radiation Transport

The thermophoretic term which appears in the
conservation equations (Egs. 5 and 6) is solved
with explicit finite differencing. The source
terms in Eqs. 5 and 6 are represented by a set
of two coupled ordinary differential equations
in terms of the soot number density and the
soot volume fraction. These quantities are
computed as a function of the local gas proper-
ties based upon the simplified rate expressions
of Syed et al. [12], which were developed from
measurements in a steady CH, /air flame:
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where the soot particle density, p,,, is as-
sumed to be 1.8 g/cm? and the coefficients
and activation temperatures are

C, =6.54 X 10* cm®/g? - K'/? s,
Cp =13 x 10" em®>/K'/? 5,
C,=1.0x10° cm®/g*?*- K2 -5,
Cs=144 x10%g,

T, = 4.61 X 10* K,

T, = 126 X 10° K.
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The first and second terms on the right-hand
side of Eq. 15 correspond to inception and
coagulation, while the first and second terms in
Eq. 16 represent inception and surface growth.
The third term on the right hand side of Egs.
15 and 16 represents soot oxidation, and has
been added here to the original expression of
Syed et al. [12]. This term includes only the
Nagle and Strickland-Constable (NSC) [29] rate
for oxidation by O, (g/cm? - s),

Wy = 12 _Kako, kzPy (1 — x)
NsC = 1+kzP02X+ srol — Xx)¢,
an
where
1
X=—7%— (18)
1+ —o
kpPo,
and

k, = 20exp(—30000/RT) g/cm? - s - atm,
kg = 4.46 X 10 %exp(—15200/RT)

g/cm? - s - atm,
k; = 1.51 X 10%exp(—97000/RT) g/cm?- s,
k; = 21.3exp(4100/RT) 1/atm.

The other variables and factors in the oxida-
tion terms in Egs. 15 and 16 are used to
convert the NSC oxidation rate into appropri-
ate units for the set of ordinary differential
equations. In these computations both the soot
volume fraction, f,, and the number density, #,
are tracked, and therefore a mean surface area
per unit volume, nwD? = (367)/3nl/3f2/3,
can be determined. The oxidation rate in units
of mass loss rate per unit volume (g/cm? - s) is
given by Wysc - (36m)/3n!/3f£2/3, The oxida-
tion rate in terms of the soot volume fraction
(third term in Eq. 16) is obtained by dividing
this last expression by p,,. To find the oxida-
tion rate in terms of number density, this ex-
pression is divided by p, ., and by the mean
particle volume, f, /n.

A recent review [30] of soot oxidation mea-
surements analyzed in terms of the Nagle and
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Strickland-Constable expression concluded that
the NSC rate is likely to overestimate soot
oxidation due to O, at temperatures below
1800 K and possibly underpredicts the O, con-
tribution at higher temperatures. In addition,
Puri et al. [30] found that the OH - radical is as
important for soot oxidation as G, in steady,
axisymmetric hydrocarbon diffusion flames.
These effects are offsetting for 7 < 1800 K,
but on balance one expects that the NSC ex-
pression for soot oxidation will underpredict
actual soot oxidation rates for the CH,/air
flames under investigation here.

Because methane is a relatively weakly soot-
ing fuel, the radiation transport sub-model uses
an optically-thin assumption,
-V 4y = 4anve:1'a]10-(T4 - 7;?)’ 19
where o is the Stefan—Boltzmann constant.
The absorption coefficient for soot (cm™1!) is
based on an expression from Kent and Hon-
nery [31], while that for CO, and H,O is taken

(152 cells)
20 cm

0 10cm
(128 cells)
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from Magnussen and Hjertager [32]. These are
then combined to form an overall Planck mean
absorption coefficient:

@gyeray = 2.66-const - f,- T
+ 0.001(X o, + Xy,0)- 20$)
RESULTS

Computational Domain and Boundary
Conditions

Figure 1 shows the computational grid and a
schematic of the initial flow and boundary con-
ditions for the computations. The full compu-
tational domain consists of 128 X 152 cells and
covers an area of 10 cm (radially) by 20 cm
(axially). Cells of 0.02 cm X 0.02 cm are con-
centrated around the lower and left-hand
boundaries (where the flame is located), and
the grid is then stretched both radially and
axially. To match the experimental conditions
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1 |

| |
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Fig. 1. Grid and schematic of the computational domain and boundary conditions; every
other line in the computational grid is shown. The fuel velocity of 7.9 cm/s is the

area-averaged velocity.
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of Refs. 9 and 10, the fuel and air cold flow
velocities are both 7.9 cm/s for the steady
flame calculation, with the fuel tube radius
0.55 ¢m and the air annulus radius 5.1 cm. The
full computational domain is extended out to
10 cm radially and contains quiescent air from
5.1 to 10 cm radially. Extending the radial
computational domain minimizes the effects of
the right-hand boundary condition on the com-
puted flame. The fuel and air are preheated to
550 K and 330 K, respectively, based upon
experimental thermocouple measurements for
a series of heights just above the burner [33].
These data were extrapolated to estimate the
temperature at the burner exit. The conditions
modeled include parabolic pipe flow for the
fuel and a flat velocity profile for the coflowing
air stream at the inflow boundary, flat thermal
profiles for the fuel and air streams, symmetry
at the left-hand boundary, free-slip wall at the
right-hand boundary, and zero-gradient (sim-
ple continuative) outflow condition at the top
of the computational domain.

Steady Methane / Air Flame

Although a time-dependent simulation was
conducted, the results from the computations
successfully matched experimental steady-state
conditions after 16000 timesteps (0.16 s). Local
soot volume fractions have been measured us-
ing tomographic reconstruction of extinction
data obtained at 632.8 nm as well as laser-in-
duced incandescence (LID) line images, with
the LII method providing superior signal-to-
noise [9]. Temperatures have been obtained
from radiation-corrected thermocouple data
[33]. Figure 2 shows both the measured OH -
fluorescence and soot scattering signals along
with the computed temperature and soot vol-
ume fraction. These qualitative comparisons
exhibit similar wishbone flame shapes and
overall flame heights.

Quantitative comparisons between the ex-
perimental and computed profiles of tempera-
ture, presented in Fig. 3a, reveal good agree-
ment at mid-flame heights: 30 and 50 mm
above the fuel tube exit. However, the compu-
tations underpredict the flame diameter at very
low (7 mm) and high (70 mm) axial locations.
Comparisons between the experimental and

C. R. KAPLAN ET AL.

computed soot volume fraction, Fig. 3b, exhibit
good agreement for the radial location of the
peak soot volume fraction at all heights, and
excellent quantitative agreement for the maxi-
mum soot concentrations in the flame (within
15%) at heights of 50-70 mm. Discrepancies
between the predicted and measured condi-
tions at low heights can be partially attributed
to the inflow boundary, which does not include
the actual burner lip and hence neglects any
interactions occurring between the flame and
the metal fuel tube. Experimentally, the fuel
tube extends 4 mm above the ceramic honey-
comb used to straighten the air flow [34], and
the OH - region is observed to attach to the
outer edge of this tube (Fig. 2). The current
state of the implicit flow solver does not allow
such a type of boundary; however, efforts are
underway to modify this condition.

In the upper flame region where soot is
oxidized, the Nagle and Strickland-Constable
rate expression for O, performs surprisingly
well, considering that the oxidation of soot by
OH - is also important [30]. At a height of 80
mm (not shown in Fig. 3b) the computed peak
soot volume fraction is 4.0 X 1078, while the
experimental measurements (sensitive to f, =
5 % 107%) do not detect any soot; the observed
visible flame height is 79 mm. This indicates
that the NSC expression predicts a somewhat
slower rate of soot burnout than is observed at
the very top of the flame. However, Fig. 4
shows good agreement between the experi-
mental and computed flame height in terms of
the area-integrated soot volume fraction. The
computed soot volume fraction over the entire
flame is slightly larger than the experimental
measurement, due to a wider computed soot
layer thickness (Fig. 3b). The overall agree-
ment between the experimental and computed
soot volume fraction profiles compares favor-
ably to prior studies, even where the computed
results have been plotted against the experi-
mental steady flame data used to develop an
integrated soot model [11-18, 20, 21].

Experimental measurements and computa-
tions of the soot volume fraction have also
been made for a taller, steady CH,/air diffu-
sion flame for which the fuel and air cold flow
velocities are 10.1 and 13.0 cm/s, respectively.
Puri et al. [30] investigated soot oxidation rates
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Fig. 4. Area-integrated soot volume fraction as a function of height above the
burner for steady CH,/air flames with fuel flow velocities of 7.9 cm/s (filled
symbols) and 10.1 cm/s (open symbols). Diamonds denote experimental results,
and circles indicate the computational predictions.

in this flame. At the higher inflow velocities
the time-dependent computation predicts a
pseudo-steady flowfield; the flame height re-
mains approximately constant with time, but
oscillations appear in the flame diameter. Simi-
lar trends are evident in comparing the tem-
perature and soot volume fraction profiles as
for the 7.9 cm/s flame, except that the com-
puted soot volume fraction develops more
slowly at early times and reaches larger values
than experimentally measured at higher axial
locations. The measured peak soot volume
fraction is 5.6 X 1077 compared with the cal-
culated maximum of 6.8 X 1077. As shown in
Fig. 4, wider computed soot profiles again re-
sult in overestimation of the area-integrated
soot volume fraction, but the soot burnout
height is well predicted.

Flickering Methane / Air Flame

To experimentally produce the time-varying
flame, the methane velocity was modulated by
applying a 10-Hz sine wave to a loudspeaker
attached to a fuel plenum, maintaining the
same mean fuel flow velocity (7.9 cm/s) that

was used for the steady flame condition [9, 10].
The air coflow velocity was unchanged. Figure
5 shows a series of experimental images for
moderate forcing conditions (the excitation
voltage on the loudspeaker was 0.75 V) for 10
phase angles, obtained every 10 ms. The con-
tinuous outer envelope arises from OH -
laser-induced fluorescence signals and denotes
the high temperature reaction zone; peak OH -
levels are expected to closely follow the stoi-
chiometric contour [35]. As the flame height
increases and the flame tip is pinched off, soot
scattering signals appear in the interior, fuel-
rich regions and become very large. Quantita-
tive measurements have shown that soot scat-
tering in the time-varying flames is enhanced
by up to a factor of 35 (depending upon the
laser wavelength and polarization) relative to
the steady laminar flame burning at the same
mean fuel flow velocity [9, 34].

To simulate the acoustic forcing in the com-
putations, a 10-Hz sinusoidal function of vary-
ing amplitude (25%, 50%, and 75%) was ap-
plied to the fuel inflow velocity. Preliminary
hot-wire measurements indicate that the fuel
velocity fluctuation in the flickering flame is at
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Fig. 5. OH - laser-induced fluorescence and soot scattering images in an acoustically-forced time-varying CH,/air
diffusion flame [9]. Shown are images for moderate forcing conditions (excitation voltage on the loudspeaker is 0.75 V

peak-to-peak); the time interval between images is 10 ms.

least 50% for the moderate forcing condition
[9]. In addition, predictions from the computa-
tions show that the 50% and 75% amplitude
conditions give the best qualitative agreement
with the experimentally observed flame dynam-
ics. In the discussion to follow the 75% case is
emphasized because this computation agrees
best with the experimental results in terms of
the location of flame clip-off.

Figures 6a and 6b show computed images of
the soot volume fraction and the temperature
at 10 ms intervals for the 75% amplitude case.
The shapes of the simulated and experimental
flames are similar, and both exhibit tip clip-
ping. In the clipped portion of the flickering
flame, the simulations successfully predict the
observed increase in soot volume fraction. The
maximum computed soot volume fraction oc-
curs at 70% phase and is approximately four
times greater than that measured and calcu-
lated for the steady flame with the same mean
fuel flow velocity. Some qualitative differences
between the computed and experimental
flickering flame are apparent. In particular, the
computation clips off a smaller portion of un-
burned fuel at higher heights above theburner.
Burnout occurs more rapidly than in the exper-
imental flame.

DISCUSSION

In order to better understand the factors re-
sponsible for the enhanced soot production in

the flickering flames, fluid parcels were tracked
as they followed the convective pathlines in the
flame. In particular, the particle which passed
through the maximum sooting region was ex-
amined, so that the temperature, stoichiome-
try, and soot volume fraction history could be
followed. Figures 7a—7c present these time his-
tories for the computed soot volume fraction,
temperature, and stoichiometry, respectively,
as a function of the total residence time in the
flame beginning at the fuel tube exit.

In Fig. 7a the soot volume fraction is plotted
as a function of the residence time for the base
case steady flame (7.9 cm /s fuel flow velocity),
the taller steady flame (10.1 cm/s fuel flow
velocity), and the 25%, 50%, and 75% ampli-
tude flickering flames. Soot inception is de-
fined here to occur at a soot volume fraction of
2 X 107%. At this point the particle number
density has surpassed 10°/cm?, and the rate of
increase of the particle number density has
slowed markedly compared to earlier times.
The times for soot inception are ~ 42 ms and
43 ms for the 7.9 cm/s and 10.1 cm/s steady
flames, and ~ 45, 50, and 53 ms for the 25%,
50%, and 75% amplitude cases, respectively.
Temperatures corresponding to these incep-
tion times (Fig. 7b) are similar, 1640, 1650,
1730, 1690, and 1700 K, while the equivalence
ratios at inception are 7.7, 7.5, 5.8, 5.6, and 4.9,
respectively. Hence, these pathlines also sug-
gest that soot inception occurs in flickering
flames at slightly higher temperatures and un-




402

1@
—e— Steady, 7.9 cmvs
1.0E-06- | —o— Steady. 10.1 cnvs
—0— 25% Amplitude
5 1 [—8— 50% Ampitude
B —m— 75% Amplitude
8 75E-074
[0
[T
© p
g
5 5.0E-074
>
b
5]
o
0 25E-07
Inception
0.0E+00 -4 ——m——ffa==
e o e e e e e
1
2000~
k'S : :
@ 15004 :
R SE
5 7 PL
Q ] Ple iR
§ 1000, FER
A 1000+ 8! 55
1 H ]
1 5t '8
] S i8S —e— Steady, 7.9 crvs
50085 & T —o— 25% Amplitude
] S . —a— 75% Amplitude
T T LI I. : T .l LINLI BRLAE R Z AR RN MR BN B 4
15
C)
-( ) N —e— Steady, 7.9 cm/s
B —0— 25% Amplitude
2 —a— 75% Amplitude
C X
o § %
= 104 8 ¢ o
] 5e
- €85
@ - 8 o
g 1 S £
o ]
© 3
% E AR
T 5+ i
w ' E
o . ——n—0
IS By T e e e NI LI A T LIS
0 10 20 30 40 S0 &0 70 80 90 100 110 120

Residence Time, ms
Fig. 7. Computations along pathlines of (a) soot volume
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10 ms, near the base of the flame, the equivalence ratio
exceeds 40 and has been omitted from Fig. 7¢ for clarity of
presentation.

der somewhat leaner conditions compared to
the steady flame. The calculated inception
temperatures are consistent with those ob-
served experimentally in axisymmetric
methane /air diffusion flames (7 = 1740-1760
K at the location of the peak soot volume
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fraction for early times [33]). In addition, San-
toro et al. [36] report T = 1660-1790 K at the
location of soot inception in a series of ethy-
lene /air flames.

Since the flickering flames are taller than
the steady flames, soot growth occurs over
considerably longer times than for steady con-
ditions. The pathlines showing the temperature
(Fig. 7b) and equivalence ratio (Fig. 7c) histo-
ries reveal that the temperature remains high
over an extended time under fuel rich condi-
tions for the flickering flames. Soot production
is increased because the temperature and stoi-
chiometries remain favorable for soot growth
during this longer residence time. Examination
of the corresponding pathline plots for the
taller steady flame (10.1 cm /s fuel flow veloc-
ity) reveals the same behavior, namely that the
residence time for soot growth is significantly
longer under temperature-stoichiometry condi-
tions very similar to the base case steady flame
(7.9 ecm /s fuel flow velocity). Vandsburger et
al. [37] have also identified residence time as a
key parameter in determining the maximum
soot volume fraction in ethylene/air counter-
flow diffusion flames.

The soot particle number densities calcu-
lated along the pathlines of maximum soot
concentration are shown for the base case
steady flame and the 75% amplitude flickering
flame in Fig. 8a. From this information and the
corresponding soot volume fractions (Fig. 7a),
mean particle diameters can be derived and
are presented in Fig. 8b. Since pathline infor-
mation has not been obtained experimentally,
comparisons with measurements can only be
made at the temporal and physical location of
the maximum soot volume fraction. At this
location in the steady flame (55 ms along the
pathline), the computed number density is 3.1
X 10°/cm’ and the mean particle diameter is
56 nm. These values are in excellent agree-
ment with the corresponding quantities derived
from a Mie analysis of experimental soot vol-
ume fraction and scattering measurements [9,
10]. In the 75% flickering flame the maximum
predicted soot concentration occurs at 90 ms
along the pathline, where the number density
is 8.9 X 10° /cm® and the mean particle diame-
ter is 63 nm. These values differ from the Mie
analysis results of ~ 2 X 10°/cm? and 105 nm
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Fig. 8. Calculated soot particle number densities (a) and
mean particle diameters (b) along the pathlines of maxi-
mum soot concentration for the base case steady flame
(7.9 cm /s fuel velocity) and for the 75% amplitude flicker-
ing flame.

at the location of maximum soot concentration
in the flickering flame. In essence, the numeri-
cal simulations with the Syed et al. [12] soot
model predict that the enhanced soot concen-
tration in the flickering flame results from the
combined effects of soot particle inception and
surface growth during the increased residence
time in fuel-rich regions. The experimental
measurements, in contrast, suggest that soot
particle inception diminishes in importance at
an earlier time in the flickering flame, such
that the enhanced soot concentration relative
to the steady flame arises primarily from soot
surface growth on the existing particles during
the extended residence time.

Based upon the analysis discussed above, the
success of the present computation in predict-
ing soot burnout heights in the steady flames is
likely due to an unexpectedly large computed
rate for soot oxidation by O,. The Mie analysis
of the experimental measurements [9, 10} yields
a volume equivalent sphere description of the
soot particles, whereas significant agglomera-
tion of small primary particles occurs [30]. As a
consequence, one anticipates that the Mie
analysis will underestimate the effective sur-
face area for soot oxidation in these methane
flames, as has been found for propane and
ethylene flames [38, 39]. The computed particle
surface area is the same as that given by the
Mie analysis for the steady flame and is some-
what larger than the Mie analysis result for the
flickering condition, suggesting that the pre-
dicted surface area is also underestimated.

The present results represent an important
test of the integrated soot model of Syed et al.
[12] for combustion conditions more complex
than the steady methane/air flame used for
establishing the rate coefficients in Egs. 15 and
16. Syed et al. also utilized a rectilinear
Wolfhard-Parker burner geometry in their in-
vestigation, compared to the axisymmetric con-
figuration used here. The model’s success in
predicting the overall enhancement of the soot
volume fraction observed experimentally in the
flickering flames lends confidence in identify-
ing the extended residence time as the most
important parameter affecting increased soot
production. To the degree that soot inception
and growth in the flickering flame involve new
combinations of temperature, stoichiometry,
and strain rate, the simplified approach of Syed
et al. [12] adequately describes soot produc-
tion. Because residence time must be ac-
counted for to accurately predict the local soot
volume fraction, at least for methane combus-
tion, a description which incorporates only a
soot volume fraction /mixture fraction correla-
tion will fail for complex, time-varying condi-
tions.

CONCLUSIONS

Computations of steady and time-varying
CH, /air diffusion flames are used to study the
differences in combustion conditions which
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lead to the enhanced soot production observed
experimentally in flickering flames. Simulations
of a steady CH,/air flame (7.9 cm/s fuel flow
velocity) show good qualitative agreement with
the experimental results for the soot burnout
height and the overall flame shape. Quantita-
tive comparisons between experimental and
computed radial profiles of temperature for
the steady flame agree at mid-flame heights,
but some discrepancies exist near the burner
lip and at high axial locations. Comparisons
between the experimental and computed soot
volume fraction for the steady flame show good
agreement for the radial location of the peak
soot concentration at all heights and excellent
quantitative agreement for the maximum soot
concentration. Computation of a taller steady
flame (10.1 cm /s fuel flow velocity) predicts a
substantial increase in the peak soot volume
fraction relative to the shorter flame, in agree-
ment with experimental measurements.

To simulate the acoustic forcing applied to
the fuel plenum to produce the experimental
flickering flame, a 10-Hz sine wave of varying
amplitude (25%, 50%, and 75% amplitude)
was applied to the fuel inflow velocity in the
computations. The time-varying simulations
successfully predict that the maximum soot
concentration increases by over four times
compared to a steady flame with the same
mean fuel and air velocities. Pathlines which
trace the history of a fluid parcel as it follows
the convective flow through the maximum
sooting region show that increased residence
time is the most important factor which leads
to the enhanced soot production. Mie analysis
of the experimental measurements yields parti-
cle diameters and number densities in excel-
lent agreement with the calculations for the
steady flame, but significantly different for
flickering conditions. Nevertheless, the compu-
tations demonstrate that the integrated soot
model developed from a steady CH, /air flame
by Syed et al. [12] can reasonably predict peak
soot levels in time-varying CH,/air flames
which exhibit tip clipping.
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