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Using Vision Feedback
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Abstract—This paper describes the algorithm development and
experimental results of a vision-guided multiprobe microassembly
system. The key focus is to develop the capabilities required for the
construction of 3-D structures using only planar microfabricated
parts. Instead of using grippers, multiple sharp-tipped probes are
coordinated to manipulate parts by using vision feedback. This
novel probe-based approach offers both stable part grasping and
dexterous part manipulation. The light weight of the part and
relatively slow motion means that only kinematics-based control is
required. However, probe motions need to be carefully coordinated
to ensure reliable and repeatable part grasping and manipulation.
Machine vision with multiple cameras is used to guide the mo-
tion. No contact force sensor is used; instead, vision sensing of the
probe bending is used for the grasp force control. By combining
preplanned manipulation sequences and vision-based manipula-
tion, repeatable spatial (in contrast with planar) manipulation and
insertion of a submillimeter part have been demonstrated with an
experimental testbed consisting of two actuated probes, a passive
probe, an actuated die stage, and two cameras for vision feedback.

Index Terms—Computer vision, dexterous manipulation, force
and tactile sensing, grasping, micro/nano robots.

I. INTRODUCTION

M ICROASSEMBLY research arose from optoelectronics
packaging needs (placement, alignment, and bonding of

heterogeneous parts) in the communication industry [1]. The
field has since broadened to address the construction of com-
plex microscale structures from heterogeneous basic blocks.
Microassembly has the potential to overcome some inherent
limits of monolithic bulk micromachined microelectromechan-
ical system (MEMS) devices [2]–[4]. Standard micromachin-
ing processes work well on planar devices, but it is difficult
to fabricate complex spatial mechanisms. The ability to layer
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mechanical components is limited by the underlying pho-
tolithography approach. It is also hampered by the difficulty in
fabrication using different types of materials. The wafer material
is homogeneous at the start of the MEMS fabrication process,
and different materials can only be deposited in layers on the
same wafer substrate. Microassembly can be used to overcome
these limitations by assembling components fabricated with
different micromachining processes that would otherwise be
incompatible.

Microassembly technology may be divided into two general
categories: the assembly of discrete components on a larger
wafer, such as attaching photonics components to a microchip
[5]–[8], or the assembly of a microstruture, such as a microrobot
or multipart optical device from discrete components [9]–[13].
The design requirements are quite different—the discrete place-
ment task often favors speed over accuracy and does not require
3-D dexterity over the orientation of the part, while a multipart
robot or structure will require very tight tolerances and high
spatial dexterity with speed being a secondary requirement.

Previous work on microassembly has primarily focused on the
use of microgrippers. The grippers may be based on bimorph
metals, piezoelectric ceramics [14], or are silicon MEMS de-
vices themselves [15]–[19]. The use of microgrippers is attrac-
tive, as conventional macroscale robot task and path planning
techniques may be applied. However, adhesion forces, consist-
ing of electrostatic attraction, van der Waals force, and capillary
forces [20], tend to dominate in the microscale. As a result,
parts may stick to the gripper even after opening, which then
requires additional mechanism or manipulation to overcome
(such as the three-prong microgripper in [21]). These grippers
can also be brittle and easily damaged. To avoid these prob-
lems, parts may have specialized grip points [22], [23] or have
built-in “snap” connectors [1], [17]. Multi-degree-of-freedom
(DOF) macroscale robotic mechanisms are typically needed to
provide dexterous control of the microgripper [16]. This adds to
the complexity, size, and is a potential source of disturbance to
the microassembly system.

Our research is motivated by the following inquiry: Can two
probes be used more effectively than a conventional two-tine
microgripper? This paper provides a partial answer—the mul-
tiprobe micromanipulation approach is at least a viable alter-
native, particularly for parts with a wide range of scales and
geometries. The problem addressed in this paper is to simply
reorient a small (submillimeter) planar part and insert it verti-
cally into a slot. The part needs to be lifted, rotated out of plane,
aligned, and inserted. Fig. 1 shows a photo of the part before
it is picked up and after it has been inserted. This simple task
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Fig. 1. Medium micropart (a) before (top view) (b) and after insertion (front
view).

is intended to be a building block leading toward assembling
complex spatial structures involving multiple parts. The experi-
mental results demonstrate the stability of the primitive motions
required to accomplish complex assembly tasks with the aid of
vision feedback using multiple cameras.

There are microassembly techniques that do not use micro-
grippers, such as acoustic levitation [24], ultrasound ultrasonic
vibration combined with electrostatic actuation [25], chopstick-
like microhands [26], tweezers [27], [28] pushing-based pla-
nar manipulator with flat surfaces [29]–[32], and probe/finger-
based manipulators [33]–[36]. Our approach is in the same spirit
as the probe/finger-based method (particularly [34]), but our
autonomous spatial manipulation (part flipping and insertion)
capability using multiple-camera vision feedback represents
an important advance toward automated assembly of complex
micromechanisms.

II. OVERALL APPROACH

This paper focuses on a key task in the assembly of a spatial
microstructure [37]: manipulation of a part with length scales
of less than 1 mm. The manipulation is part of a more general
single-part assembly procedure which is now discussed. We de-
compose the task into six task primitives: 1) system calibration,
2) part centering, 3) part grasping, 4) part rotation, 5) part inser-
tion, and 6) part release. The current system uses a combination
of preplanned sequences and closed-loop part manipulation to
accomplish the manipulation. The plans are created manually
based on experiments completed via teleoperation, and consist
of either straight-line or simple geometrical motions. The vision
feedback and part manipulation are used to correct for uncer-
tainty that is inherent on this scale.

System Calibration

Since multiple cameras and probes are used for feedback,
several calibration processes are required for the parameters in

the system. They include intrinsic parameters of each camera
(e.g., focal length), extrinsic parameters of the cameras (position
and orientation relative to some reference frame), kinematics of
the die stage, and kinematics of the probe stages. A reference
grid pattern of straight gold lines are deposited on the die. The
slope and intersections of the lines are used as features for
camera and die-stage calibration. Probes are modeled as perfect
cones. The straight line edges and the tip of the cone are used
as features to estimate the pose of the probe relative to the
cameras. All calibrations are performed at several fixed camera
zoom levels and vision operations occur at these specific zoom
levels.

Part Centering

The parts used in this research are part of a 25-μm silicon-on-
insulator layer on the wafer. They are fabricated using the deep
reactive ion etching process. The top layer is etched through to
form parts. Then, the hydrofluoric acid (HF) wet etch process
undercuts the oxide layer and releases the parts. Each part is
attached to the wafer through small support tethers. The operator
frees the part by breaking the tethers and places it in an open
area on the die. The automated process starts by first using the
overhead camera at a lower zoom (for a larger field of view) to
locate the part. The die stage is then moved to position the part
in the center of the camera view and aligned with the camera
coordinate. The alignment process is performed at higher zoom
to ensure the required higher accuracy for grasping (within 0.1◦

and 10 μm).

Part Grasping

The key step of this research is to coordinate the two probes
to grasp and pick up the part. The top camera provides the
xy position feedback and front camera provides the z position
feedback of the probes relative to the part. Part grasping is
formed by pressing the part from opposing sides on parallel
edges. The contact force is measured based on the bending of
the probe and is used to guide the probe motion. The goal is to
develop the grasping strategy to securely grasp and lift the part
while allowing part rotation (about the line between the probe
contacts) to the vertical oriention.

Part Rotation

The rotation of the part into the vertical orientation is accom-
plished by pressing the part against a stationary probe to cause
a rotation about the line between the probe contacts. With the
contact with the stationary probe, the part orientation is fully de-
fined (a three-point grasp). The stationary probe is mounted on
a linear stage to allow it to be moved in and out of the workspace
as needed. The force control set point needs to be chosen to al-
low a firm grasp during manipulation yet admit relative rotation
along the line between the contacts. Since the probe locations
are known, a planned trajectory sequence is used to perform
the rotation without the vision feedback. The part is rotated
slightly past the vertical so that it is more easily detected with the
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overhead camera. The orientation is corrected to vertical during
the final insertion.

Insert Part

After the part has been rotated, the top camera at a high zoom
level is used to provide vision feedback to the probes to position
the part above the slot, with the bottom edge of the part aligned
with the slot. The part is then lowered into the slot using a
preplanned motion sequence.

Part Release

The part is released by rapidly pulling the probes away from
the part in opposite directions. Since the part is constrained
by the slot, the probe motion breaks the adhesion force at the
contact. Therefore, there is no need for the snap fasteners used
in other methods for part release.

III. COMPLIANT GRASP WITH TWO PROBES

Grasping, manipulating, and rotating the part with two probes
is the most challenging part of the assembly process. It is similar
to the manipulation of a light fragile part using two fingers. The
fingers need to be coordinated to impart a squeeze hard enough
to avoid dropping the part, but not too hard as to buckle the
part causing it to break or lose the grasp resulting in the part
being ejected from the workspace. The magnitude of squeeze
force also needs to be carefully regulated to maintain a firm grip
of the part when moving it around but still gentle enough to
allow the part to rotate when it is pressed against the stationary
probe. In contrast with macroscale robots, the light weight of the
part and relatively slow motion only requires the consideration
of kinematics. In this section, we will present the motion and
force control of a microscale (less than 1 mm) part using two
probes and the robustness of the scheme in the presence of
misalignment. The force sensing required in the squeeze force
control will be estimated using vision-based measurement of
the bending of the probes.

A. Kinematics-Based Motion and Force Control

Consider two probes contacting a part, as shown in Fig. 2. Let
C be an Euclidean frame fixed with respect to the part. In this
paper, we only use the Cartesian motion of the probes, and the
contacts are modeled as point contacts with friction. Following
the convention in [38], the differential kinematics are then given
by

AVc = Ju + Hw (1)

where

A :=
[

AL

AR

]
, J :=

[
JL 0
0 JR

]
, H =

[
HL 0
0 HR

]

Vc :=
[

ωc

vc

]
, u =

[
uL

uR

]
, w =

[
wL

wR

]

(ωc, vc) is the spatial velocity of C, (uL , uR ) are the commanded
Cartesian velocity of the probes, (wL,wR ) are the relative rota-

L

C

RrCL rCR

X

Y

Fig. 2. Kinematics of two probes interacting with a part.

tions between the probes and the part, and

AL =
[

I3×3 03×3
−rC L× I3×3

]
, AR =

[
I3×3 03×3

−rC R× I3×3

]
(2)

JL = JR =
[

03×3
I3×3

]
, HL = HR =

[
I3×3
03×3

]
. (3)

Note that A is of full column rank; therefore, its left-inverse and
annihilator may be written as

A† =
1
2

[ A−1
L A−1

R ] , Ã = [A−1
L −A−1

R ] . (4)

To obtain the constraint equation of the closed kinematic
chain, we apply Ã to both sides of (1):

ÃJu + ÃHw = 0. (5)

The orientation portion of (5) does not involve u and implies

wL = wR. (6)

The translational portion of (5) is

uL − uR + rC L × wL − rC R × wR

= uL − uR + (rC L − rC R ) × wL = 0. (7)

Parameterize wL (and wR ) as

wL = wR = [ eLR e⊥LR1
e⊥LR2

]

⎡
⎣w1

w2
w3

⎤
⎦ (8)

where eLR is the unit vector pointing from contact R to contact
L, e⊥LR1

is any unit vector perpendicular to eLR (chosen to be
on the plane of the part), and e⊥LR2

:= eLR × e⊥LR1
. Substituting

into (7), we get

uL − uR = � [ 0 e⊥LR2
−e⊥LR1

]

⎡
⎣ w1

w2
w3

⎤
⎦ (9)

where � is the length of the line segment from L to R. We can
now solve for w2 and w3 :[

w2
w3

]
=

[
(e⊥LR2

)T

−(e⊥LR1
)T

]
uL − uR

�
. (10)

The variable w1 is arbitrary, corresponding to the null space
motion of ÃH (rotation about the line between the contacts).
This DOF allows the rotation of the part by pressing the part
with the stationary probe [39].
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For the part motion, multiply both sides of (1) by A† to get

VC = A†Ju + A†Hw. (11)

The rotational portion only depends on w. Using the solution
from the constraint equation, we have

ωc =
1
2
(wL + wR ). (12)

Representing ωc as

ωc = [ eLR e⊥LR1
e⊥LR2

]

⎡
⎣ωc1

ωc2

ωc3

⎤
⎦

we have

ωc1 = w1 (13)[
ωc2
ωc3

]
=

[
(e⊥LR2

)T

−(e⊥LR1
)T

]
uL − uR

�
(14)

where w1 corresponds to the rotation about the line between the
contacts. The translational portion is given by

vc =
1
2
(uL + uR ) + (rC L + rC R ) × ωc. (15)

If we choose C to be the midpoint on the line between the
contacts, then rC L = −rC R is along eLR and, as expected,
w1 will have no effect on vC . Putting both angular and linear
velocities together (except for ωc1 which is not controlled by
the probe motion directly), we have (with C chosen along eLR )

⎡
⎣ ωc2

ωc3
vc

⎤
⎦ =

⎡
⎣ (e⊥LR2

)T −(e⊥LR2
)T

−(e⊥LR1
)T (e⊥LR1

)T

1
2 I3×3

1
2 I3×3

⎤
⎦

︸ ︷︷ ︸
JT

[
uL

uR

]
. (16)

The Jacobian matrix JT is a 5 × 6 full column rank matrix.
Proportional feedback may be used to control the corresponding
orientation and position:

[
uL

uR

]
= −J †

T Km

[
φ − φdes
xc − xcd e s

]
(17)

where (xc, xcd e s ) are the measured and desired positions of C,
and (φ, φdes) are the measured and desired angles corresponding
to (ωc2 , ωc3), respectively.

For the squeeze force, first recognize that the contact spatial
force (torque and force), i.e., F = [FT

L FT
R ]T , is complemen-

tary to the contact motion, i.e.,

HLFL = HRFR = 0 (18)

or the contact spatial forces only consist of forces

FL = H̃T
L ηL , FR = H̃T

R ηR (19)

where H̃L/R is the annihilator of HL/R :

H̃L = H̃R = [ 03×3 I3×3 ] (20)

and ηL and ηR are the contact forces. The forces propagate to
C to cause part motion (translation only)

FC = AT F = AT H̃T

[
ηL

ηR

]
︸ ︷︷ ︸

η

=
[

rC L× rC R×
I3×3 I3×3

] [
ηL

ηR

]
. (21)

The component of the contact force η that does not cause motion
(i.e., in the null space of AT H̃T ) imparts a “squeeze” to the part

N (AT H̃T ) = γ

[
eLR

−eLR

]
. (22)

A common and effective force control strategy is integral force
feedback (see, e.g., [40]), where the applied squeeze force con-
trol (the control that does not cause motion) is a negative feed-
back of the measured squeeze force error. Assuming linear com-
pliance of the part, the integral force control (note that the input
is the commanded velocity) becomes

uL = −uR = −kf (fs − fsd e s )eLR (23)

where fs is the scalar component of the squeeze force η, and
fsd e s is the desired squeeze force level.

Combining the motion and force controllers [see (17) and
(23)] together, we obtain the controller for the probe velocity
that we use for grasping, manipulation, and rotation of the part:[

uL

uR

]
= −J †

T Km

[
φ − φdes
xc − xcd e s

]

− kf

[
−(fs − fsd e s )eLR

(fs − fsd e s )eLR

]
. (24)

The xy components of the measured part position xc are ob-
tained from the top camera image. The z component of xc is
obtained from the side camera. The unit vector between the con-
tacts, i.e., eLR , is obtained based on the probe tip positions. The
desired part orientation and position (φdes , xcd e s ) is specified
by the planner for each task primitive. The squeeze force fs is
estimated based on probe deformation obtained from vision, as
presented in Section III-C.

B. Two-Probe Grasp With Third Probe for
Out-of-Plane Rotation

The Jacobian derived for the two-probe grasp is rank-deficient
in that it is only a 5 × 6 matrix. This result means that while
there are six actuated inputs, only five of the spatial velocities
can be directly affected by the two-probe grasp. The solution to
this problem is to use a third probe that is pressed against the
surface of the part at some distance normal to the vector eLR .
This probe is assumed to be fixed in space. Define the vector
rC 3 as the vector from point C to the contact point of the third
probe. From the expressions derived earlier, we can write the
velocity of the contact point of the third probe on the part as

V3 = Vc + wc × rC 3 = 0. (25)
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Substitute (10) into (25), and rewrite (25) and (15) to separate
out uL and uR :

uL + uR = 2rC 3 × wc (26)

uL − uR = � [ e⊥LR2
−e⊥LR1

]
[

ωc2

ωc3

]
. (27)

By subtracting or adding (26) and (27) from each other, two
independent expressions for uR and uL are obtained. These
equations define the relationship between the input of the two
controlled grasp probes and the third probe fixture

uL = rC 3 × wc +
1
2
� [ e⊥LR2

−e⊥LR1
]
[

ωc2

ωc3

]
(28)

uR = rC 3 × wc −
1
2
� [ e⊥LR2

−e⊥LR1
]
[

ωc2

ωc3

]
. (29)

This can be written in matrix form to develop a Jacobian for this
condition. The velocity of the part in this configuration can be
obtained from (25) as

C1 = [ eLR e⊥LR2
e⊥LR1

] (30)

C2 =
1
2

[ 03x1 e⊥LR2
−e⊥LR1

] (31)

⎡
⎣ωc1

ωc2

ωc3

⎤
⎦ =

[
r×C 3C1 + �C2
r×C 3C1 − �C2

]−1

︸ ︷︷ ︸
JT 3

[
uL

uR

]
. (32)

The prismatic velocity portion of the Jacobian with third
probe contact is dependent on ωc . When in contact with the
third probe only, the orientation can be controlled.

C. Vision-Based Contact Force Estimation

Tungsten probes are used to grasp and manipulate the mi-
croparts being assembled. Tungsten probes are tough, cheap,
and have a high Young’s modulus. The geometry of the probe
is shown in Fig. 3. The cross section of the probe is circular.
The probe is long compared with its cross section dimension;
we can, therefore, model it as an Euler–Bernoulli beam [41]. In
a static equilibrium, the probe deflection is given by

d2

dx2 EI(x)w′′(x) = 0, 0 ≤ x ≤ �0 (33)

where w is the bending deflection displacement of the probe
at location x, E is Young’s modulus of Tungsten, I(x) is the
area moment of inertia, and �0 is the length of the probe. The
boundary conditions, i.e., fixed at x = �0 , a transverse force F
applied to the probe tip, and zero moment at the probe tip x = 0,
are given as follows:

w(�0) = w′(�0) = 0, w′′(0) = 0,
dEIw′′

dx
(0) = F (34)

where F is the transverse force applied to the probe tip.
We are interested in determining the force exerted onto the

probe by measuring its tip deflection w(0) using vision. By
solving (33) and applying the boundary condition [41], the tip

Fig. 3. Diagram of probe shape and applied bending force.

deflection is related to the applied force by

w(0) =
(

1
E

∫ �0

0

∫ �0

�

s

I(s)
ds d�

)
︸ ︷︷ ︸

Kb

F. (35)

This relationship holds true for the probe bending in the trans-
verse (y and z) directions under the small strains encountered
during micrograsping.

The cameras are used to measure the probe tip bending vector
δb in the probe transverse direction. From the bending stiffness,
Kb from (35), the bending force may be estimated as

Fb = Kbδb. (36)

To find the squeeze force, we solve the force balance at the
contact, including the axial force on the probe. Since the probe
is a thin rod with high axial stiffness, we shall assume the
probe is infinitely rigid in the axial direction for the small forces
encountered during micrograsping

Fb + faxprobe + fseLR = 0 (37)

where fa is a scalar force value along the axial direction of the
probe xprobe . We used finite-element models to calculate the
stiffness of the various parts manipulated by the workstation
probes. It turns out that the lowest stiffness of the microparts
is approximately 1000 times greater than the stiffness of the
manipulation probes; therefore, we expect no significant defor-
mation of the microparts during manipulation. Since Fb and
xprobe are orthogonal, we may solve for the squeeze force as

fs = − ‖Fb‖2

FT
b eLR

. (38)

When the top camera is used, only the planar projection of δb is
measured, i.e.,

δb = δbx y
+ δbz

zo (39)

where δbx y
= (I − zT

o zo)δb is the measured planar projection
of δb , and δbz

is an additional unknown of δb in the world
z-direction, zo . The force balance equation then becomes

Kbδbx y
+ Kbδbz

zo + faxprobe + fseLR = 0 (40)

and may be used to solve for (δbz
, fa , fs), provided (Kbzo,

xprobe , eLR ) are independent.
The configuration with the probes in direct opposing direc-

tions (i.e., eLR and xprobe are collinear) should be avoided as
fs cannot be uniquely determined. This configuration is also
undesirable as it does not utilize the compliance of the probe in
the bending direction—the high stiffness in the axial direction
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Fig. 4. Part supported by a single probe.

makes the grasp much less robust, where small misalignment
would cause failure of the grasp.

For our experiment, we have used commercially available
tungsten probes. Each probe has a circular cross section with
shaft diameter r0 = 0.255 mm and tip radius r1 = 10 μm. The
length of the tip portion of the probe is �1 = 2.8 mm, tapering
linearly from r0 to r1 . After clamping, the length of the probe
is �0 = 25.4 mm. The radius of the probe may be written as

r(x) =

⎧⎨
⎩

r1 +
r0 − r1

�1
x, 0 ≤ x ≤ �1

r0 , �1 < x ≤ �0 .
(41)

The area moment of inertia for a circular rod is

I(x) =
1
4
πr(x)4 .

Young’s modulus of Tungsten is E = 400 GPa. The bending
stiffness is calculated to be Kb = 217.6 N/m and the axial stiff-
ness to be Ka = 848 000 N/m.

D. Contact Adhesion

At the microscale, a set of adhesion effects become significant
compared with friction (when sliding on a surface), gravity,
and inertia that dominate the macroscale. Fig. 4 shows that the
adhesion is in fact strong enough for the part to stick to the
probe. This force consists of primarily three sources: van der
Waals, capillary attraction, and electrostatic. Because the parts
and probes are conductive, we assume that the electrostatic force
is negligible.

The van der Waals attraction is composed of two separate
forces: the attraction caused by the electrostatics in sphere-plate
contact and the additional adhesion caused by the elastic and
plastic flattening of the probe tip when it is pressed against the
part by an external force [42]. This occurs when the probes press
the part in a grasp.

We model the extra surface contact area between the probes
and part as the spherical tungsten tip flattened while in con-
tact with a planar silicon body [43]. The radius of the contact
Hertzian ball is given by

a =
(

3Ft1
t2

) 1
3

, t1 =
1 − ν2

1

E1
+

1 − ν2
2

E2
, t2 =

8
d1

(42)

where E is Young’s modulus, ν is the Poisson ratio, with sub-
script 1 for the probe and 2 for the part, d1 is the diameter of the
tungsten spherical tip, and F is the applied normal force. The
maximum pressure between the part and probe is given by

Pmax =
3F

2πa2 . (43)

Based on the vision-based force measurement described before,
the normal force between the probe and part in a secure grasp is
typically around 5 mN. Using properties of tungsten and silicon,
E1 = 400 GPa, E2 = 100 GPa ν1 = 0.22, ν2 = 0.28, d1 =
20 μm, and F = 5 mN, the Hertzian contact model predicts
a relatively large contact area a = 757 nm and a very high
maximum pressure Pmax = 4.16 GPa, which is well above
the yield stress of tungsten, i.e., 1.51 Gpa. This indicates that
the elastic and plastic flattening of the probe tip is reasonable.
Other models commonly used for contact areas are for relative
low contact pressure. Here, the high contact pressure shows that
Hertzian contact is a good approximation.

The van der Waals force can be calculated using the contact
radius from the Hertzian contact equations [42]. The force due
to the initial sphere-plate contact is given by

Fvdw =
hr

8πz2 (44)

where h = 7 eV is the van der Waals constant, z = 0.4 nm is
the van der Waals distance for silicon, and r = 10 μm is the tip
radius. This results in Fvdw = 2.8 μN. When the flat contact
has been formed from the external grasp pressure, the additional
force is calculated as

Fvdw,def =
ha2

8πz3 (45)

where a is the radius of the contact sphere from (42). With
the 5-mN normal force at the contact, this works out to be
400 μN. The high level of extra adhesion requires large probe
deformation, which needs to be generated with sufficiently high
applied pressure. This means that simply contacting the part
with a light touch will not create a strong adhesion force. Force
must first be applied at a relatively high level to form an enlarged
contact area in order to create stiction.

Capillary attraction also provides adhesion between the part
and probe. In a normal humid environment, there is a thin layer
of water that causes capillary attraction on most surfaces. The
capillary force between a probe and part can be estimated as [44]

Fcap ≈ 4πrσs (46)

where r = 10 μm is the probe radius, and σs = 0.073 N/m is
the surface tension of water, resulting in the estimated capillary
force Fcap = 9.17 μN.

While we have presented an estimation of contact adhesion
forces, in general, these forces are treated as disturbances rather
than an important physical effect during manipulation. Part re-
lease is complicated by the contact adhesion; however, with
high probe acceleration, it is possible to break the adhesion and
release the part.

IV. VISION SENSING

The microassembly process that is described in Section II
uses vision feedback to locate the probes, die, and parts, as well
as to position and move them to desired locations. Joint position
feedback alone is not sufficient to achieve the required accuracy.
The vision feedback system is based on two high-resolution
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Fig. 5. Camera calibration pattern from top (left) and front views (right).

cameras. These cameras are both Basler A631F1 cameras, with
actuated zoom lenses providing between 2× to 4× zoom. The
Basler A631F Firewire camera has a maximum resolution of
1392 × 1040 pixels, with a large 1/2-in progressive scan charge-
coupled device (CCD) sensor. When combined with the actuated
zoom lenses, this provides a working resolution of between 3 and
1.5 μm per pixel depending on the zoom level. The lenses have
been augmented with stepper motors to provide automated zoom
capabilities. One camera is configured as an overhead camera,
while another camera provides a front view approximately 20◦

off horizontal. The two cameras are calibrated with respect to
each other by using a reference grid designed into the die. This
configuration is similar to other microassembly work cells [22],
[45].

The first step in system operation is camera calibration. The
intrinsic camera parameters are predetermined; therefore, we
only calculate the extrinsic position and orientation of the cam-
eras at startup. Fig. 5 shows the reference grid used for cali-
bration in the top and front views. The top camera is assumed
to be telecentric and perfectly aligned to the die plane. Over
the height of 500 μm for the system workspace, this is valid
to within approximately 2 μm. The front camera is calibrated
using a standard pinhole camera model [46]. The focal length is
predetermined and is long enough that the front camera is also
effectively telecentric. From the image, it is clear that approx-
imately six horizontal grid lines are in focus in the front-view
camera. This corresponds to an area approximately 500 μm ×
500 μm × 2000 μm of 3-D calibrated workspace, as shown in
Fig. 6.

The use of vision feedback instead of other sensing modal-
ities used in past work has many advantages. Vision systems
are robust in that they are not easily damaged, in contrast with,
e.g., force sensors. Vision does not come in contact and, hence,
does not interfere with workpieces. Vision sensing provides a
complete view of the workspace from which information on
the state of the system may be extracted. The cameras in use
on the system are low cost but provide micrometer-level reso-
lution. Finally, vision information is sensitive to instantaneous
position—there is no motion-induced hysteresis (memory of
past motion), such as in force sensors.

The different features in the workspace require different light-
ing conditions in order to be extracted by computer-vision

1Certain commercial products and processes are identified in this paper to
foster understanding. Such identification does not imply recommendation or
endorsement by the National Institute of Standards and Technology, nor does it
imply that the products and processes identified are necessarily the best available
for the purpose.

Fig. 6. Calibrated microscope envelope showing individual camera
workspaces and combined camera workspace.

Fig. 7. Parts, probe, and die illuminated with coaxial (left) and ring (front)
light sources.

algorithms. The overhead microscope is equipped with a coaxial
illuminator and a ring light. The coaxial illuminator is used to
detect the gold reference marks on the die, the probes, and the
slots for insertion. Due to the parts being made out of the same
material as the die, they are not directly visible with this illu-
mination. The ring light illumination highlights the edge of the
parts and is used for part detection. Fig. 7 shows the same view
with the two different illumination sources. The front camera is
equipped with a separate ring light.

A key step in vision-based sensing is the extraction of fea-
tures of interest from the acquired image. However, small dust
particles tend to collect on the surface, erroneously trigger-
ing standard feature detectors. Therefore, we employ a template
matching scheme using direct template-image convolution [47].
Templates are generated from knowledge of the shape of the item
being tracked and then rotated and convolved with the images
to determine the best match.

The template matching method used in the microassembly
system to locate parts is facilitated by the use of a ring light
illumination, which causes edges to “glow.” There are areas on
the die that are much brighter in the image than the feature of
interest. To enhance noise immunity, we choose the Laplacian-
of-Gaussian [46] approach for line detection. The intensity of the
edges is inherently Gaussian. A template is, therefore, generated
by extruding a 2-D Gaussian-like function along each line. To
enhance contrast, we use a “Mexican hat” profile instead of the
Gaussian.

The highlighted edges formed by the ring light illumination
are used to detect the part and probes in various elements. Fig. 8
shows a surface representation of the part template intensity map
used to locate the part. This template is rotated and convolved
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Fig. 8. Part detection template.

Fig. 9. Part search at low zoom.

Fig. 10. (a) Part and (b) slot detection at high zoom for insertion.

Fig. 11. Probe template.

to find the best matching orientation and position. Fig. 9 shows
the results of a search with an image of the workspace and blue
lines representing the located part. Fig. 10 shows images of the
bottom of the part and the insertion slot and their corresponding
matched templates. Fig. 11 shows the probe template matched
with an image of the probe.

The front camera is used to measure the height of the probes
and part in the workspace. Due to the inherent error in the
calibration, it is difficult to achieve the accuracy of a few mi-
crometers in height required to grasp the 25-μm edge of the part
when the part is lying flat on the surface. Instead, we exploit

Fig. 12. Probes and its reflection [in (a)] are used to lower the probe to the
correct height for part grasping [in (b)].

the fact that the polished silicon surface is nearly a perfect mir-
ror, providing a detailed reflection. The separation between the
probe and its reflection is used to precisely determine its height.
Fig. 12 shows the reflection of the probes with the front camera
in high zoom.

Vision processing is a computationally expensive operation
using the methods necessary to detect the parts and probes. The
camera takes approximately 200 ms for image acquisition. For
the results reported in this paper, the image is transmitted to
a quad-core Intel central processing unit with 12 Gb of ran-
dom access memory using Gigabit Ethernet. The processing of
each frame takes 3–4 s depending on the number of pattern
matching required. We have recently upgraded to a new 512-
core graphics processing unit (GPU)-based image-processing
system. The computation time is dramatically reduced to less
than 50 ms, making the image acquisition now the bottleneck.
The GPU implements the “Mexican hat” template generation,
fast Fourier transform, and least-squares image matching using
NVidia CUDA and OpenCV software.

V. EXPERIMENTAL DEMONSTRATION OF INSERTION PROCESS

A. Overview of Microassembly Testbed

The microassembly system used in this research is a com-
bination of hardware and software configured for telerobotic,
operator-assisted, and fully automated assembly tasks. Several
different components have been integrated to produce an effec-
tive system. Fig. 13 shows the closeup view of the microassem-
bly testbed. The major components of the system are as follows.

1) The tungsten probes (GGB Industries ST-20-10) are
mounted on two 3-DOF Thorlabs NanoMax 600 position-
ers in an opposed configuration (1.2-μm step size, 2.4-μm
repeatability).

2) A 3-DOF die stage (x-y-θ) consisting of a Newport
CR4524 X-Y stages with EncoderDriver DC motor ac-
tuators and an OWIS Qmbh B-0308143X rotational stage
with stepper motor (2-μm linear accuracy, <1-mdeg rota-
tion accuracy).

3) There are two 1.2-Megapixel C-mount microscope
Firewire cameras with actuated zoom. These cameras are
both Basler A631F cameras. The top camera has an ac-
tuated colluminated 16× precision zoom lens. The side
camera uses an Edmund VZM450 zoom lens. The Basler
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Fig. 13. Closeup view of the microassembly experimental testbed.

Fig. 14. Dimensions of different size parts used in experiments: (a) Medium.
(b) Small. (c) Double-tab. (d) Ball lens.

A631F Firewire camera has a maximum resolution of 1392
× 1040 pixels, with a large 1/2-in progressive scan CCD
array. When combined with the zoom lens, it provides a
working resolution of between 3 and 1.5 μm depending on
the zoom level limited by the digital camera. The lenses
have been augmented with stepper motors to provide au-
tomated zoom capabilities. These lenses have a constant
working distance over the entire zoom range. One camera
is configured as an overhead camera, while another camera
provides a side view approximately 20◦ off horizontal.

4) There are custom control electronics with software based
on MATLAB, C#, C++, and CUDA.

The system is designed around two actuated probe manip-
ulators operating over a silicon die containing the device be-
ing assembled. The two manipulators are sharp-tipped probes

(20-μm diameter) that are designed to manipulate small silicon
parts. The die itself is mounted on a 3-DOF (planar translation
and rotation) stage mounted between the two-probe stages. The
die stage allows the die to be moved into and out of the relatively
limited work space of the probes—the range of motion in any
direction is only approximately 4 mm. With the combination of
the motion of the probes and the motion of the die, manipula-
tion can take place at any location on the 10 mm × 10 mm die.
The kinematic relationship between the various components in
the system is determined through an automated vision-based
calibration procedure [39].

B. Vision-Based Motion and Force Control

We first focus on stably grasping the part and moving it
around. In the example experiment, we conduct two moves that
requires coordinated motion and force control. The beginning
of the experiment involves using the probes grasping the part,
lifting it up by about 80 μm, and centering it (with the mid-point
of the part at x = y = 0 and θ = 0, the rotation angle about z).
The first move involves moving the midpoint of the part to x =
80 μm, y = −80 μm, and rotating the part by θ = 15◦. The
second move involves moving the midpoint of the part back to
x = 0 μm, y = −0 μm, and rotating the part to θ = 0◦. The
relatively small motion ranges are chosen to ensure the part re-
mains within the field of view of the top camera. Because the die
stage is actuated, only small motion by the probes is necessary
for the fine adjustment during insertion. Throughout the move,
the force set point is 5 mN. This set point is chosen to maintain
a robust grasp during motion. Parts of four different geometries
are used, as shown in Fig. 14. The top camera images of the
probes grasping these parts are shown in Fig. 15. The motion
and force results for the example moves with the medium part
are shown in Figs. 16 and 17. The results of other parts are
similar and may be found in [48]. Currently, the operation is
quasi-static; therefore, the completion time is horizontal “sam-
ple” axis that denotes the number of the move steps where the
contact force is measured by vision at each step. The bottleneck
is the vision processing which has recently been upgraded to a
GPU-based system. The position converges to the specified set
point in each motion segment. The force converges to the force
set point in the first segment and maintains around the set point
in the second segment. The force is estimated by measuring the
deflection of the probe using the cameras. This procedure is
noisy and only provides a coarse measurement; therefore, the
estimated value shows some level of oscillation. However, the
force measurement is sufficient for a stable grasp, as shown in
the experiment. Due to the camera resolution and probe motion
resolution limits, the final positioning accuracy is less than 5 μm
for the prismatic directions and less than 0.1◦ for the part ori-
entation. The sensing is limited by the digital pixel sampling of
the camera and the vision template matching. The movements
of the part are relatively small because in an actual manipula-
tion system, large range of motion in the x and y plane is not
required. This is because the substrate will translate and rotate
under the workspace on the die stage. This means that what is
required for part manipulation is small final positioning rather
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Fig. 15. Microscope captures of different parts in grasp. (a) Small.
(b) Medium. (c) Double-tab. (d) Ball lens.

than large motions. Fig. 18 shows repeated motions to demon-
strate that a stable grasp is maintained after cycling through the
same motion path.

We have manipulated parts as small as 200 μm × 100 μm
up to approximately 1 mm × 1 mm. It is likely that smaller
and larger parts can be manipulated. The main limitation for

Fig. 16. Medium part first motion (a) angle (b) position (c) grip force versus
sample.

small parts is the ability of the camera to resolve the parts. The
limitation for large parts is the size of the camera field of view,
which needs to include both probe contacts.
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Fig. 17. Medium part second motion (a) angle (b) position (c) grip force
versus sample.

C. Insertion Result

Using the motion and force control result together with pre-
planned motion sequences, as described in Section II, we have
demonstrated automated manipulation and insertion of a sub-
millimeter part. Fig. 19 shows the part at different steps in the
procedure. Fig. 19(a) shows the part at the beginning of the in-
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Fig. 18. Medium part executing a repeated motion sequence (a) angle
(b) position (c) grip force versus sample.

sertion procedure. Fig. 19(b) shows the part after being rotated.
Fig. 19(c) shows the part after it has been grabbed by the probes
using vision feedback. Fig. 19(d) and (e) shows the part at the
start and the end of the out of plane rotation. The part is rotated
past 90◦ to assist in sensing the bottom edge of the part with the
top camera. Fig. 19(f) shows the part and slot after a sequence
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Fig. 19. (a) Initial part position. (b) Part rotated and probes moved close to
part. (c) Probes gripping part after automated sequence. (d) Part at start of out
of plane rotation. (e) Part after out of plane rotation. (f) Part and slot prealigned.
(g) Part inserted.

that aligns the part. Finally, the part is inserted into the slot, as
shown in Fig. 19(g).

The goal of this paper is to report our current proof-of-concept
demonstration. For the planar case, the vision processing in
terms of template matching and force estimation is very reliable.
As a result, planar grasping and manipulation is very robust, with
over 100 successful experiments conducted. The main failure
mode of part grasping is due to contamination of the part (caused
by the reuse of these parts for multiple experiments). It can
typically be retried with little detrimental effects.

The 3-D automated assembly has been successfully demon-
strated on five parts, but the insertion process is currently ham-
pered by the difficulty to accurately measure the part orientation
to align with the slot by using the existing camera configuration.
With careful kinematic and vision calibration and large tolerance
of the slot, successful insertion may be attained. The tolerances
could be tightened with an additional camera to more accurately
measure the part orientation during and after the rotation.

D. Experimental Force Calibration

Fig. 20 shows the results of an experimental measurement of
the probe contact force versus the estimated force based on vi-
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Fig. 20. Comparison of probe force measurement based on vision estimation
and piezoelectric sensor.

sual probe deflection. The experiment is conducted by pressing
the probe against a piezoelectric force sensor, while simultane-
ously estimating the deflection using the visual force estimation
shown in Section III-C. The force sensor is a Kronex AE801
sensor. The experiment verifies the accuracy of the visual force
sensing. The confidence bounds are generated by considering
the measurement error of the visual and piezoelectric force sens-
ing. The error for piezoelectric measurement is caused by the
calibration method. Proof masses of varying weight were hung
off the end of the force sensor, and a linear fit was used to es-
timate the sensor parameters. The calibration experiment was
done separately from the probe experiment. A separate chuck
was used to hold the sensor, while proof masses were hung off
the end. It is assumed that the position of the proof masses is
within 0.5 mm of the end of the sensor. The other errors are
insignificant compared with this error. The visual estimation
error is caused mainly by the quantization of the pixels of the
camera sensors. The confidence bound assumes that there is one
pixel worth of error. There are some variations in the size of the
confidence bound because of the method used to calculate the
variation in pixel error and is an artifact of the analysis.

Based on empirical evidence, it is estimated that the probe
grasp force can vary between 2 and 15 mN and maintain a solid
grasp.

VI. CONCLUSION

This paper has shown the feasibility of automated vision-
guided microassembly using multiple coordinated probes. It
provides an alternative to the conventional multitine microgrip-
per approach and is particularly attractive for spatial (nonplanar)
manipulation and handling of parts of widely varying sizes and
geometry.

Current and future work focuses on the development of re-
peatable automatic sensing and manipulation of the part and the
construction of more complex spatial mechanisms. This will
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require the development of flexible software that can be rapidly
adapted to different part geometries and assembly configura-
tions. It will also require the ability to stack parts into structural
elements. To assist in this development, a simulation software
is being developed that will allow rapid trials of different con-
cepts without investing large amounts of time and resources in
physical experiments. The design and assembly technology will
be applied to the development of active spatial microstructures:
the foundation of future microrobotic applications.
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