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1 Introduction

As computer vision systems advance technologically and
become more pervasive, the need for more sophisticated and
effective methods to evaluate their accuracy grows. One method
to evaluate a given computer vision system is to compare the data
it gathers with data from another more reliable system considered
ground truth. However, there are problems with directly compar-
ing the two systems’ data, since each system gathers data with
respect to its own coordinate frame. For instance, consider the ex-
perimental setup of Fig. 1. Here there are two systems: a computer
vision system and a precise sensor system considered ground
truth. Both the camera for the computer vision system and the tar-
get for the sensor system are rigidly attached to a moving robot
arm with a fixed unknown transformation Y between them. The
target is being tracked at positions j=1, 2,...,n by a stationary
sensor with its data being represented as A;, while simultaneously
the camera is tracking a stationary object at positions j =1, 2,... ,n
with its data being represented as B;. There is a fixed unknown
transformation X between the stationary sensor and object. Look-
ing at this setup, one can easily see that both A; and B; are calcu-
lated with respect to their own coordinate frame. However, if the
unknown transformations X and Y could be found, then one could
transform the coordinate frame of the computer vision system
data to the coordinate frame of the ground truth data. Then, one
could directly compare the given computer vision system data
with the ground truth data. In this paper, we construct closed-form
solutions for X and Y using the Kronecker product.

The unknowns X and Y can be constructed by solving the
robot-world/hand-eye calibration problem

AX = YB,

at positions j=1, 2,... ,n. Here, X, Y, A;, and B; are represented
as homogeneous matrices of the form

(5 1)
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where orientation is represented as the 3 x 3 rotation matrix R and
position is represented as the 3 x 1 vector t = (x,y, z)T. Using this
representation, the robot-world/hand-eye calibration problem can
be posed as

RA/ tAj Rx tyx B Ry ty RB,. tB,.
0 1 0 1) 0 1 0 1

which can be split into its orientational component

RaRx = RyRg, M

and positional component
Ry ty +ta;, = Rytp, + ty ()

There have been many solutions to the robot-world/hand-eye cal-
ibration problem A;X = YB, as described in Refs. [1,2]. There, it is
shown that the solutions can be split into two categories: iterative
and closed-form. The iterative solutions [2-7] are generally very
accurate when compared to the closed-form solutions. However,
they are based on numerical techniques that can be slow and are de-
pendent on initial conditions. In contrast, the closed-form solutions
[4,7-10] are fast and are often used to bootstrap the iterative
methods. For this paper, we will concentrate on solutions that
are closed-form; i.e., the separable closed-form solutions, which
solve the orientational component before solving the positional
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Fig. 1 Experimental setup consisting of two systems: a com-
puter vision system and a precise sensor system considered
ground truth
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component, and the simultaneous closed-form solutions, which
solve the orientational component and positional component at the
same time. Many of these solutions are based on the closed-form
solutions of the related hand-eye calibration problem A;X = XB;,
which are formulated using either angle-axis formulations for rota-
tions [11-13], Lie group theory [14], quaternions [15-21], screw
theory [22], or Kronecker products [23].

Historically, the separable solutions to the robot-world/hand-
eye calibration problem are formulated using quaternions [4,8].
These quaternion solutions are clean and efficient but can have
stability issues as will be discussed in Sec. 5. In addition, errors
computed from first solving the orientational component can get
passed to the positional component. Simultaneous solutions do
not have this problem; however, the optimal orientations (Ry and
Ry) that are calculated may be negatively influenced by noise
from the positional component [21]. Furthermore, simultaneous
solutions may not live in the actual search space of possible appli-
cable solutions [23]. For example, Li et al. [9] formulate a simul-
taneous solution to the robot-world/hand-eye calibration problem
using the Kronecker product, which follows the methodology of
solving the hand-eye calibration problem of Andreff et al. [23].
The resulting solution for the optimal orientations (Rx and Ry)
may not necessarily be rotation matrices. Li et al. suggest calculat-
ing the best orthogonal approximation to guarantee a rotation.
However, they do not update the positional approximation (ty and
ty) after. This can lead to errors in the optimal positional approxi-
mation as will be shown in Sec. 5. In this paper, we create a stable
separable closed-form solution that combines the quaternion work
of [4,8] with the Kronecker work of [9,23]. Though this method is
an example of a separable closed-form solution and thus suffers
from the problem that errors obtained from first calculating the
orientational component get passed to the positional component,
the resulting positional errors may be less than the simultaneous
methods. Examples of this phenomena will be shown in Sec. 5.
For completeness, a full mathematical analysis of the problem,
which includes minimal requirements to find a closed-form solu-
tion using the Kronecker product that were not discussed in Ref.
[9], will also be presented. It should be noted that this analysis
was inspired by the proofs shown in Refs. [4,8] that solved
A;X = YB, using quaternions and in Ref. [23] that solved
A;X = XB, using the Kronecker product.

This paper is organized as followed: Sec. 2 will give qualifica-
tions and methodology for calculating the optimal rotations Ry
and Ry, Sec. 3 will give qualifications and methodology for calcu-
lating the optimal translations ty and ty, Sec. 4 will describe error
metrics, and Sec. 5 will describe experiments illustrating the
effectiveness of the Kronecker product for solving the robot-
world/hand-eye calibration problem. Here, || - || denotes the Fro-
benius norm, so

|All = \/r(AAT) = \/ur(A7A)

where ” denotes the transpose operator and tr() denotes the matrix
trace operation. The determinant of a matrix A is represented as
det(A), vectorizing a matrix A column-wise is represented as
vec(A), and the symbol ® denotes the Kronecker product. Here,
the Kronecker product of an m x n matrix A with a p X g matrix B
is defined as the mp X ng matrix
a B a,B
A®B= :

Am1 B amnB

Some properties of the Kronecker product that will be useful in
the proofs of this paper are

(1) (AoB) '=A"@B"!
2 (AoB) =AT @B
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(3) (A®B)(C®D)=AC®BD
(4) If A is orthogonal and B is orthogonal, then their Kronecker
product A ® B is also orthogonal.

for matrices A, B, C, and D of appropriate degree [24].

2 Finding Ry and Ry

This section presents the methodology and qualifications for
obtaining a unique solution for Ry and Rx. To begin notice that
the orientational component

Ra,Rx = RyRg;,
is equivalent to

Ry RxRp = Ry

since Rg, is an orthogonal matrix. Therefore, the orientational
component (1) can be represented as either

(R, ® Ry, )vec(Rx) — vec(Ry) =0

()0

Here, we use the fact that if AXB =C for unknown matrix X,
then the problem can be rewritten as a linear system

(BT ® A)vec(X) = vec(AXB) = vec(C)

Note that once the rotation matrix Ry is known, the positional
component (2) can be represented as the linear system

(I —Ry) <g) =ty — Ryty, @)

The following lemma will be useful in characterizing a unique so-
lution for Ry and Rx.

Lemma 2.1. The matrices RE/RBk and RTA/RAA have the same
eigenvalues for j, k=1, 2,..., n. Furthermore, these eigenvalues
can be represented as{1, e, e~}

Proof. We assume that

Ry Rx = RyRp, & Ry RxRy =Ry

forj, k=1, 2,..., n. But, then

Ry RxRp = Ry = Ry, RxRj, = Ry Ry, = RxRy Ry Ry

Therefore, ng Rg, and ng R,, are similar matrices and thus have
the same eigenvalues. Furthermore, since both of these matrices
are rotations their eigenvalues can be represented as {1/},

Using the above lemma, the minimum number of pose mea-
surement can now be given. We should note that these qualifica-
tions are similar to the qualifications of uniqueness shown for the
quaternion method of [8]. However, the proofs here are derived
using the Kronecker product instead of quaternions.

THEOREM 2.2. The minimum number n of pose measurements
necessary to obtain a unique solution to linear system (3) is n=3.

Proof. Consider the case where n=2. Then the linear system
(3) becomes

(5w (i) - ()

which clearly is a square system. However, the dimension of the
nullspace is at least three. This can be seen by first noticing
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—-I Rp, @Ry, | _ -1 Rp, @ Ry,
rank(iI Rp, © Ry, = rank 0 Ry @Rs —Rp, ® Ry,

by elementary matrix row operations. Hence, the resulting matrix
is block-triangular and the

rank(RB] ® RA1 — RB2 4 RAZ)
_ rank((RBl @Ry, )(I- R} Ry, @ RTAIRAz)>

= rank (T~ RE Ry, @ RE Ry,)) <6

This is a consequence of the previous lemma: since R;RB2 and
RTAIRA2 have similar eigenvalues {1, e, e~'}, at least three of
the eigenvalues of Rﬁ. Rp, ® Rf\l Ry, are 1. Therefore,

rank(Rp, ® Ra, — Rp, @ Ry,) < 6.

Consequently, the dimension of the nullspace is greater than one,
and thus the number of pose measurements n > 3.

Even when n=3 there are situations when the linear system
does not have a unique solution as illustrated in the following
theorem.

THEOREM 2.3. Assume n=3. If the principal axes (up to sign)
for RTAZ Ry, and R?A-3 Ry, are not equal, then the linear system (3)
has a unique solution.

Proof. For n =3 the linear system (3) becomes

(Rp, ® Ry, )vec(Rx) — vec(Ry)
(Rp, ® Ra,)vec(Rx) — vec(Ry)
(RB3 X RA3)V6C(R)() — VeC(Ry)

1
o o o

which implies

(Rp, ® Ry, )vec(Rx) = (Rp, ® Ra,)vec(Rx)
= (RB3 X RAs)VeC(Rx)

But, then
(Rg Rp, @ R} Ry, )vec(Rx) = vec(Rx)
(R§ Rp, ® R} Ry, )vec(Rx) = vec(Rx)

which is equivalent to finding the nullspace of

I- (R;RBZ ® R;l RAz)
I- (Rg,RBJ ® R£|RA3)

)vec(Rx) =0 5)

This problem appears in the work of Ref. [23] where they are
searching for the solution of the similar problem R4Rx = RxRp.
In this work, they reformulate the problem as

I- (RBI &® RAI) —
and show that a unique solution exists only if the principal axes of
R4, and Ry, are nonparallel. For problem (5), this is equivalent to
stating that the principal axes of RTA. R4, and R;. R4, are not
equal (up to sign).

We now concentrate on finding an efficient unique solution for
linear system (3). For n > 3, linear system (3) becomes rectangular
and therefore the nullspace for the corresponding normal equation

nl — 21 Ry, @Ry (vec(Ry) ~(°
SR eRLoa el J A0

(6)
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has to be considered. Note that the normal equation for a linear
system Ax = b is defined as ATAx = ATb.

THEOREM 2.4. The solutions vec(Ry) and vec(Rx) of the linear
system (6) are proportional to the left singular vector u,, and right
singular vector v, corresponding to the singular value, n, of

n
K= R, @ Ry,
= ”
respectively. The resulting Rx and Ry can be calculated as

RX = OCVX
Ry = BVy

where Vy = vec™!(v,), Vy = vec!(u,), and

o = sign(Vy)det(Vy) ™'/
p= SigH(Vy)det(Vy)il/:;

Proof. Breaking up the linear system (6) leads to two equations:

n vec(Ry) — K vec(Rx) =0
—K” vec(Ry) + 1 vec(Rx) = 0

Solving the first equation yields
1
vec(Ry) = ZK vec(Rx)

and substituting this expression into the second equation yields
n’vec(Rx) = K'K vec(Rx)

Similarly, we can show that
n*vec(Ry) = KK’ vec(Ry)

Therefore, vec(Ry) is proportional to the eigenvector correspond-
ing to the eigenvalue n* of KK and vec(Ry) is proportional to
the eigenvector corresponding the to eigenvalue of n* of KK”.
These vectors can efficiently be computed by taking the singular
value decomposition of K. Specifically, vec(Ry) is proportional to
the left singular vector u,, and vec(Ry) is proportional to the right
singular vector v, corresponding to the singular value n. Let
Vy = vec!'(u,) and Vyx = vec!(v,). The proportionality con-
stants can be determined by noting that det(Rx) = 1 = det(Ry),
since Ry and Ry are rotation matrices. Therefore, since

OCVX = RX
BVy =Ry

the proportionality constants

o= sign(VX)det(VX)*l/3
= sign(Vy)det(Vy)_l/3

Here, we use the property that det(«X) = odet(X) for given sca-
lar o and 3 x 3 matrix X.

In practice, the method above may not give accurate solutions
due to noise. The method above guarantees that the computed Ry
and Ry have determinant 1. However, the orthogonality of the
matrices Rx and Ry computed from the method may be lost due
to noise. Therefore, it may be beneficial to re-orthogonalize the
computed matrices to guarantee that they are indeed rotations. In
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addition, noise in the data may make it difficult to find the eigen-
vector corresponding to a specific value. As a result, the next theo-
rem proves that n” is the largest possible eigenvalue for K'K, and
hence n is the largest singular value of K. Therefore, in practice
instead of searching for the singular vectors corresponding to the
singular value n, one should search for singular vectors corre-
sponding to the largest singular value of K.

TuroreM 2.5. The largest possible eigenvalue of K'K is n’

Proof. To show that n” is the largest possible elgenvalue of
K™K, first note that this is a real symmetric matrix. Consequently,
by the Rayleigh quotient

XTKTKX = Amax

if x is a unit eigenvector corresponding to the largest eigenvalue
Jmax of KTK. But,

Jmax = X KTKx

n n

- sz <RT R, ® R RAk>

=1 k=
= ZZXTY{M} <n
=1 k=1
where
You = (R;RBk ®R£/RAA>X

However, in the last theorem it was shown that n is a singular
value for K. Thus, n” is an eigenvalue of K'K. Moreover,

;~max = I12

Note in this proof we used the fact that y; , is a unit vector since
R}  Rp, ® R} Ry, 19 an orthogonal matrix and hence preserves
length Therefore x! Yy S 1

3 Finding t, and t,
Once Ry is calculated with the method outlined from Sec. 2, in

THEOREM 2.4 ty and ty can be calculated. Specifically, ty and ty is
the solution to the linear system (4):

(I —Ry, ) <:;) = ta, — Ryt

Clearly, multiple measurements are necessary to obtain a unique
solution for this problem. The following will give qualifications
for uniqueness. It should be noted that the results of this section
are similar to the results of solving AX =YB using quaternions
shown in Ref. [8].

THEOREM 3.1. The minimum number n of pose measurements
necessary to obtain a unique solution to linear system (4) is n=23.

Proof. Consider the case where n=2. Then the linear system

(4) becomes
I —RAl ty _ tA. — RthI
I —Ra, ty ta, — Rytp,
which clearly is a square system. Therefore, uniqueness of the so-
lution is dependent on the rank of the matrix

I —Ry,
I —Ry,
By elementary row operations

031007-4 / Vol. 5, AUGUST 2013

I —Ry ) 1 —Ra,
rank(I 7RA2) = rank(0 R — Ry,

which is a triangular system. Hence, the rank of the original ma-
trix is dependent on the rank of

Ra, — Ry, = Ry, (I - RTA]RAZ)

which is clearly rank-deficient since at least one eigenvalue of the
rotation matrix RY A, Ra, has to be 1. Thus, n > 3.

THEOREM 3.2. Assume n=23. If the principal axes (up to sign) of
RT RAA are not equal to the principal axes of RL RA[ for
j 7é k # €, then the linear system (4) has a unique volunon

Proof. Consider the nullspace of the matrix from linear system (4)

I —Ry, ¢
I —Ra, (ty) =0
I —Ry, X

Thus, forj=1,2,3

Ry ty = ty
But, then

RTA/RA‘tX = R;RA,tX =ty

which 1mplles that ty=0 or ty is the principal axis for both
R} A Ra, and RY /Ry, Since we assumed that the latter is not possi-
ble then ty = 0 which implies that ty =0 Thus, linear system (4)
has a unique solution.

4 Error Metrics

It is often beneficial to understand how well a given X (or Ryx
and ty) and Y (or Ry and ty) fit the data for evaluation purposes.
In order to create error metrics, we will split the problem setup
into its orientational component (1)

RaRx = RyRg,

and positional component (2)

RA]tX +ta = Rth,. + ty

Using these descriptions, an error metric for the orientational
component (1) and positional component (2) can be formulated.
This formulation is inspired by the error metrics of the author’s
earlier work [25]. Specifically, the error metric for the orienta-
tional component (1) can be formulated as

|RaRx — RyRg [*

= Ry Rx|” = 2tr(Ry Ry (RyRg ) ) + [RyRu |

— 6 - 2tr(Ry R (RyRg)")

=6—2(1+2cosf) <38
since |[R||* = 3 and tr(R) = 1 4 2cos 0 for any rotation matrix R
with eigenvalues {1,cos0*isin@}. Therefore, if 6 =0, then
6—2(1+2cos0) =6—2(3) =0, whereas if 0=mn, then
6 —2(1 +2cosf) =6 —2(—1) = 8. Hence, a metric or percent-

age of accuracy to evaluate the orientation for a given Ry and Ry
can be calculated as

1
0<1 —§||RA,RX —~RyRg | < 1
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A metric for the positional component (2) can be calculated in a
similar way by considering how close

RA,tX + tAj is to Ryt];/ +ty
The dot product of the normalized vectors, i.e.,

\ Rty +ts) (Ryts, + ty)

0<
= IRt + ta [l Ryts, + ty[] | ~

can be used to construct a metric or percentage of accuracy for
this data. If the dot product of the vectors is 1, then the algorithm
has 100% accuracy. A problem with this metric is that the scale of
the vectors is not taken into consideration. Therefore, two vectors
that are not exactly equal may exhibit 100% accuracy. For exam-
ple, consider the vectors x and y = /x where the scaling term 4 is
any real number other than 1. The dot product of these normalized
vectors would be 1 but x # y. Therefore, one may additionally
want to compare the scale of
H (RAth + tA/) - (RYtBj + ty) H

with the scale of the positional data ty; and tp, to determine the ac-
curacy of the algorithm. Note that since this metric does not have
an upper-bound, it may be difficult to compare the results from
different setups as is possible with the first metric presented.

S Experiments

5.1 Simulated Data In this section, the Kronecker method
presented in this paper is compared with the Li et al. Kronecker
method [9] and the Dornaika and Horaud closed-form quaternion
method [4] on simulated data. The simulated data were con-
structed by first setting A; as a random homogeneous matrix
where the positional data ta; are pseudorandom values drawn
from the standard uniform distribution on the open interval (0, 1)
forj=1, 2,..., 20. The corresponding

B; =Y 'AX

for random homogeneous matrices X and Y. Noise was then
added to the orientational component of B; by setting the quater-
nion representation g, of Rp, to

iy = qp, + 714
B Nlqp, + nmall

Here, 1 spans 20 equally spaced values between 0 and 0.25 and n4
is a four-dimensional vector of pseudorandom values drawn from
the standard uniform distribution on the open interval (0,1). Note
the positional data remained exact.

Figure 2 shows the average results over ten trials of the experi-
ment with increasing 7 values. The rotation errors are described as

0<|R—-R|=+/6-2(1+2cosh) <8

where R is the original non-noisy rotation matrix and R is the
rotation matrix computed from each of the three methods. Here, 6
describes the angle of rotation for the rotation matrix RR”. Notice
that if R = R, then RR” = I and the angle of rotation 0 = 0. Sim-
ilarly, the position errors are described as

It —¢]
where t is the original non-noisy position vector and £ is the posi-

tion vector computed from each of the three methods. The Kro-
necker method presented in this paper is represented with circles,

Journal of Mechanisms and Robotics

the Li et al. Kronecker method is described with triangles and the
Dornaika and Horaud closed-form quaternion method is described
with a solid line.

Generally, the results of the Kronecker method presented in this
paper and the Dornaika and Horaud method are the same. How-
ever, there are a couple of peaks where the methods differ. This is
a consequence of the nonuniqueness of the quaternion representa-
tion for rotation. Specifically, the Dornaika and Horaud method
calculates the optimal orientations by forming a minimization
problem under the assumption that

da,dx = qyds;
However, since quaternions that represent rotation are sign invari-

ant, this method can produce inaccurate results. For example, let
the quaternion representation for

0.5959 0.1004 0.3101
0.1411 0.9834 0.6635
= 0.3562 || 0.1473 || 0.5309
0.7058 0.0337 0.4264
0.6359 —0.7766 0.8277
0.5622 —0.1562 0.5402
I = 04566 || 0.4056 || —0.1499
0.2666 0.4560 0.0258
Then for the true qx and qy
0.5599 0.0254 0.2343
0.5915 0.2290 0.6979
Gadx = 0.1721 |’ | —0.8422 || —0.4156
—0.5541 —0.4874 —0.5342
0.5599 —0.0254 0.2343
0.5915 —0.2290 0.6979
W= 01721 || 08422 || —0.4156
—0.5541 0.4874 —0.5342

Notice that the second quaternion in each set have opposite signs.
Thus, the Dornaika and Horaud method creates inaccurate results.
Specifically, the quaternion representation for the results obtained
from the Dornaika and Horaud method are

0.5408 —0.8172 0.0239)"
—0.0660 0.6339 0.1018)"

—0.1981
—0.7639

qx = (
dy = (

whereas the true results and the one calculated using the
Kronecker product method created in this paper are

qx = (09118 0.3988 0.0454 0.0873)"
qy = (0.3283 0.6154 0.3603 0.6194)"

Figure 2 also illustrates the differences between the Kronecker
method presented in this paper and the Li et al. Kronecker
method. The X rotational errors are similar. However, the Y rota-
tion errors of the Li et al. Kronecker method are slightly better
than the errors of the Kronecker method presented in this paper,
since their calculation includes the exact positional data. How-
ever, the positional errors vary drastically. This is a result of the
Li et al. Kronecker method calculating Rx, Ry, ty, and ty all in
the same step. Due to noise, the Rx and Ry calculated may not be
accurate representations of rotation matrices and thus a further
step has to be made which may cause discrepancies. However, the
corresponding ty and ty are not updated with the Li et al.
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n

Fig. 2 Comparison of the Kronecker product method described in this paper
(circles), the Li et al. Kronecker product method described in Ref. [9] (triangles),
and the Dornaika and Horaud closed-form quaternion method described in Ref. [4]

(solid line) on simulated data.

Kronecker method, which causes the larger positional errors that
are illustrated in Fig. 2.

5.2 Real Data. In this section, the Kronecker method pre-
sented in this paper is compared with the Li et al. Kronecker
method and results obtained from hand-calibration on real data
obtained using a commercial system and a laser tracker system
considered ground truth as shown in Fig. 3. The commercial sys-
tem obtains rotational and positional data by matching features of
a stationary object (O) in an image with features from a training
image. These images are obtained from a camera (C) rigidly
attached to a moving robot arm. Also attached to the robot arm is

Fig. 3 Experimental setup of the commercial system with the
laser tracker system

031007-6 / Vol. 5, AUGUST 2013

an active target (AT) that is being tracked by a stationary laser
tracker (LT). Note that there is a rigid transformation Y between
the camera and active target, since they are both rigidly attached
to the robot arm. In addition, there is a rigid transformation X
between the object and laser tracker, since they are both station-
ary. The robot arm is rotated about two of its rotational axes from
*5deg in increments of 5 deg. In addition, the robot arm is moved
in the y direction from =150 mm in increments of 50 mm. Thus,
the robot arm obtains 3 x 3 x 7= 63 positions. Data are obtained
simultaneously for each system being time-stamped and
synchronized at positions j =1, 2,..., 63. Mathematically, the rela-
tionship between the commercial system and the ground truth sys-
tem can be described as

AatHLT - L.THo = aTHc - cHo
—_—— e =~

X Y B

A/
Note that the commercial system also records if all of the features
from the training image are detected in the image taken from the
camera (C). For this experiment, 54 out of the 63 positions had all
of the features presented in their corresponding images. Addi-
tional details of the experimental setup can be found in Ref. [26].
Experimental results for this setup are shown in Fig. 4 where
the three graphs correspond to the error metrics outlined in Sec. 4.
Specifically, calibration is performed using the 54 positions where
all the features from the training image are detected. The X and Y
obtained from this calibration are then used to determine the error
in all 63 positions. Results obtained from the calibration using the
Kronecker method presented in this paper are represented with
circles, the Li et al. Kronecker method are described with trian-
gles, and hand surveying the experimental setup with a laser
tracker system, i.e., hand-calibration, are described with squares.
The rotational errors for all three methods are nearly the same.
However, the true discrepancies are shown in the translational
errors. Notice that both Kronecker product methods produce better
results than the hand-calibrated method which is prone to noise
due to human error. The interesting difference is between the two
Kronecker product translational errors. The errors exist since the
positional results (ty and ty) for the Li et al. Kronecker method
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Fig. 4 Comparison of the Kronecker product method
described in this paper (circles), the Li et al. Kronecker product
method described in Ref. [9] (triangles), and hand-calibration
results (squares) on real data.

were not re-calculated once the orientational results (Rx and Ry)
were updated. Thus, errors are likely.

6 Conclusion

This paper constructs a closed-form solution for the robot-
world/hand-eye calibration problem using the Kronecker product.
This method is compared with the Kronecker product method by
Li et al. and the closed-form quaternion method by Dornaika and
Horaud on simulated data. In addition, the method is compared
with the Kronecker product method by Li et al. and with hand-
calibrated results on real data. It is shown that the Kronecker
method that is presented in this paper is a reliable and accurate
method for solving the robot-world/hand-eye calibration problem.
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