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Abstract 

 This paper assesses the impact of information technology use and Construction 

Industry Institute defined Best Practices on construction project performance. Using 

data from 133 projects collected in 2008 and 2009, correlations between Best Practice- 

use and project performance, and information technology use and project performance 

are investigated. In addition, interactions between Best Practice and information 

technology use on project performance in terms of cost, schedule, and rework are tested. 

The findings highlight the potential for synergistic effects of information technology 

and Best Practice use on construction project performance.  
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Introduction  

The relation between information technology (IT) use and project performance 

has been investigated through numerous studies for both the construction industry and 

other business sectors. With respect to the general business literature, many studies have 

concluded that there is a positive effect of IT use on performance. Barki and 

Pinsonneault (2005) argued that IT use contributes to cost reduction, service quality 

improvement, sale and revenue increase. Bharadwaj (2000) empirically examined the 

association between IT capability and business performance and found significant 

positive association between IT capability and firm performance. However, while many 

studies found positive effects of IT use on performance, a significant number of studies 

concluded no association (Aral and Weill, 2007, Powell and Dent-Micallef, 1997, 

Strassmann, 1990) and at least one found negative correlation (Brynjolfsson, 1993).  

In the construction industry literature, case studies of particular technologies 

such as three-dimensional (3D) and four dimensional (4D) CAD indicate numerous 

benefits of IT use (Becerik and Pollalis, 2006, Fischer, et al., 2003, Koo and Fischer, 

2000). In addition to these case studies, other researchers have attempted to 

quantitatively capture the benefits of IT use via a direct link between IT use and 

performance measures (El-Mashaleh, et al., 2006, Kang, et al., 2008, O'Connor and 

Yang, 2004, Thomas, et al., 2004). Unfortunately, findings reported in these studies 

have generally not been statistically robust suggesting only relatively low impacts on 

cost and schedule performance. Such findings have also been inconsistent across studies. 

Why have researchers generally found inconclusive results while measuring the 

impact of information technologies on performance? A simple answer might be that 
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there is no impact, but this contradicts the case studies and anecdotal evidence.  The 

number and variety of studies also suggest that survey and sampling techniques are 

likely not an issue.  More compelling may be the argument that analyzing IT use 

directly with project performance is too simplistic (Oh and Pinsonneault, 2007, Soh and 

Markus, 1995). The fundamental insight is that IT does not directly affect performance; 

rather, IT affects organizational resources (broadly defined) that in turn affect 

performance.  In particular, an authoritative study by Brynjolfsson and Hitt (2000) 

found that information technologies are having a significant impact on productivity. 

Key to their findings is the characterization of information technologies as “general 

purpose” technologies. As such, information technologies tend not to have a direct 

impact on productivity but rather affect work processes which in turn affect productivity. 

Studies that directly correlate technology use with performance without investigation of 

intervening variables may miss important implementation details and the benefits of IT 

use may be masked.   

Such a view is supported by some construction literature. Nitithamyong and 

Skibniewski (2004) asserted that processes should be considered along with other 

factors such as people, procurement, legal issues, and knowledge management for 

successful IT implementation. Taylor (2007) reports on a case study where benefits of 

investment in 3D CAD technologies were multiplied by complementary investments in 

work processes.  Ekstrom and Bjornsson (2004) propose that re-engineering of 

procurement processes together with investments in IT could lead to improved 

productivity.  It is particularly noteworthy that prior research has not suggested this 

proposition and instead pursued only direct correlations between performance and IT 

use.  The lack of recognition of the role of the intervening influences such as work 
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processes may explain the difficulties prior studies have had in showing the significant 

benefits reported by the case studies. 

 

Research Questions and Methodology 

Review of the literature provides a strong case that investigation of the impact of 

information technologies on performance should include examination of 

complementary work practices.  This paper poses the research question “Is there 

evidence of a complementary relationship (beneficial interaction) between work 

processes and use of information technology?” An affirmative answer to this question 

will not provide the definitive answer to the nature of complementary investments in 

technology and process, but will provide evidence that such a relationship does exist 

and can be measured. The research question is explored using Construction Industry 

Institute (CII) Benchmarking and Metrics (BM&M) data for capital projects.  Use of 

these data has several benefits: first, CII collects a variety of data on performance, 

technology use and integration (TUI) which is the name of the questionnaire measuring 

the degree of IT use, and Best Practice use. Second, the CII BM&M data undergoes a 

validation process for each project that reports, increasing confidence in the source data.  

And finally, use of these data allow comparison to previous work the authors performed 

exploring the direct relationship between technology use and performance (Kang, et al., 

2008, Thomas, et al., 2004).  

Best Practices are defined by CII as “a process or method that, when executed 

effectively, leads to enhanced project performance.”  (https://www.construction-

institute.org/scriptcontent/bp.cfm?section=Orders) These Best Practices have been 

proven through extensive industry use and/or validation.  As such, Best Practices can be 
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seen as collections of work processes that are recognized by industry to improve 

performance. Further complementarity benefits from the use of IT may subsequently be 

expected to show improvements to project performance. As CII collects all three types 

of data (performance, TUI, and Best Practices) for projects, it provides a good source to 

address the research question. 

Propositions  

 CII currently recognizes 14 Best Practices.  Based on definitions of the practices 

and review of the literature, the authors identified six specific propositions about the 

relationship between IT use, Best Practices, and performance. (Descriptions of the Best 

Practices used in this research are presented in Table 1.) It should be noted that Project 

Risk Assessment is not technically a CII Best Practice; it is a CII pending Best Practice 

which means that validation of the benefits of the practice have not been completed.  

However, given its broad acceptance in the literature and industry, the authors decided 

to include it in this research.   

<Table 1 about here> 

CII identifies two Best Practices for early project planning: Front End Planning 

and Alignment during Front End Planning.  Information flow during this phase is 

critical for future project success. George and Back (2007) reported that specific 

information requirements should be identified and fully satisfied in a timely fashion for 

effective implementation of Front End Planning. In addition, the information required 

should be managed both internally and externally, which stresses the importance of 

intra-organizational and inter-organizational information exchange for Front End 

Planning. If Front End Planning has a complementary relationship with IT use, the 

benefits may be shown in terms of cost performance.  CII research shows that if well-
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performed, Front End Planning can reduce costs by as much as 20% (CII, 1995). This is 

because decisions and actions taken during the Front End Planning phase, including the 

use of Best Practices, have the greatest ability to influence costs spent over the life of a 

capital project (CII, 1986, CII, 2001). Front End Planning is particularly important for 

project owners because the practice is related with project scoping, project site selection, 

and developing project alternatives. Similarly, alignment during Front End Planning is 

another Best Practice conducted in the early stages of the project. For this practice, it 

may be that external integration is more important and will produce a higher impact on 

project performance. Front end planning team members are often from different 

organizations and therefore have conflicting criteria for success of the project, which 

may cause a communication breakdown (CII, 1997). External integration may facilitate 

the flow of communication for the stakeholders.  

Given the importance of these two front end planning Best Practices, the authors 

identified two propositions relating IT use, Best Practices, and performance: 

Proposition 1: For owners, more use of Front End Planning is positively 

associated with more use of IT. Also, projects with greater use of Front End 

Planning and IT have better project performance.  
 

Proposition 2: For owners, more use of Alignment during Front End Planning is 

positively associated with more use of IT for external integration. Also, projects 

with greater use of both have better project performance.  
 

Risk management plays an important role during the decision-making process in 

the capital projects industry and been widely accepted as vital for project management 

(Kangari, 1995, Wood and Ellis, 2003). As stated in Table 1, Project Risk Assessment 
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deals with the identification, assessment, and management of risk. For Project Risk 

Assessment, collecting the right information in a timely manner is crucial. Thus, there 

should be synergistic relationship between IT and Project Risk Assessment which led 

the authors to establish Proposition 3. 

 

Proposition 3: More use of Project Risk Assessment is positively associated with 

more use of IT. Also, projects with greater use of both have better project 

performance.  

 

Planning for startup is challenging because it requires extensive coordination 

and input early in the project (CII, 1999). Similar to the other planning-related best 

practices, information technology can contribute to better planning for startup by 

facilitating information exchange faster and more accurately Successful implementation 

of Planning for Startup contributes to better project performance as startup costs are 

significant.  As documented by previous studies, startup costs average approximately 

5.5% of construction costs (Myers, et al., 1986),  and startup delays can be very 

expensive (CII, 1999, King, 1977).  

 

Proposition 4: More use of Planning for Startup is positively associated with more 

use of IT. Also, projects with greater use of both have better project performance.  

 

Constructability integrates construction knowledge and experiences into the 

planning and design phases of projects (CII, 1992). One practical complication of 

implementing this best practice is that many capital projects do not obtain 

constructability input because of the lack of available formal and explicit 

constructability knowledge bases which have the capability of linking constructability 

issues to design decisions and which can be made available online to interested parties 
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(Fischer and Tatum, 1997). It is reasonable to assume that this best practice would 

exhibit a complementary relationship with IT use because IT is an enabler of the 

knowledge base essential for implementation of the practice. Thus firms wishing to 

enhance their use of Constructability may tend to be greater users of IT. Through its 

implementation, companies may realize various benefits including cost saving, schedule 

and manpower reduction, and better quality (CII, 1986, O'Connor, 1985). For these 

reasons the authors developed Proposition 5 as shown below: 

 

Proposition 5: More use of Constructability is positively associated with more use 

of IT and projects with greater use of both have better project performance.  

 

Research shows that design errors are a major source of changes in the capital 

projects industry is (Hester, et al., 1991, Leonard, et al., 1988). However, with the 

development of design-enabling information technology, this issue has been improved 

substantially (CII, 1990, Gao and Fischer, 2008, Khanzode, et al., 2008). In other 

words, Change Management is highly complemented by IT use. Also, it has been 

reported that successful implementation of Change Management is associated with 

various benefits such as cost reduction, duration reduction, reduced requests for 

information (RFI) and fewer change orders (CII, 1990, CII, 1991, Gao and Fischer, 

2008, Khanzode, et al., 2008). For these reasons the authors proposed a 6th and final 

proposition: 

 

Proposition 6: More use of Change Management is positively associated with more 

use of IT and projects with greater use of both have better project performance.  

 
These propositions are explored first via simple correlations between IT use 

(TUI) and performance, Best Practice and performance, and TUI and Best Practices.  
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They are then further analyzed by assessing the joint correlation between TUI and Best 

Practices on performance as a measure of the complementary relationship (beneficial 

interactions) between technology use and work processes. Results of the correlation 

analysis are given below.  For this research simple correlations are considered 

significant with at p = 0.1; this is a level where the chance of a false positive is balanced 

with the chance of rejecting a positive association. Joint correlations are explored via 

quadrant analysis following the example of Rimal (2001).  Quadrants of high/low BP 

and TUI data are matched with corresponding performance data to explore in detail the 

propositions above.  Details of the data set and analyses follow in subsequent sections. 

  

Description of the Dataset 

Project data in the CII BM&M database are used for this study.  Collected in 

2008 and 2009, the data are from 133 projects submitted by the CII owner member 

companies. Table 2 summarizes the projects categorized by industry group. As shown 

in the table, most of projects are industrial projects.  

<Table 2 about here> 

Each project contains performance, Best Practice use, and IT use (TUI) 

information, although not all projects have complete answers to every question.  Metrics 

and descriptive statistics for the three groups are provided below.  

 

Technology Use and Integration 

The degree of IT use is surveyed by a questionnaire named Technology Use and 

Integration (TUI). The TUI questions are a recent development at CII and reflect a 

change in IT use metrics compared to those used in previous studies (Kang, et al., 2008, 
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Thomas, et al., 2004). In the survey, the 50 work processes are categorized in six work 

process groups including project management, front end planning, detail design, 

procurement, construction and startup. The respondent is asked to assess the degree of 

automation, internal integration, and external integration according to a 1 to 5 scale as 

shown in Table 3. Automation implies the use of computers and decreasing the time and 

attention required for engineers to perform a task (Palmer and Mar, 1989). O'Connor 

and Yang (2004) defines automation as the use of an electronic or computerized tool by 

a human being to manipulate data or produce a product. In this study, the term is used in 

a similar manner. It measures the degree of electronic tool uses to reduce manual works. 

Integration has been used to describe the interconnectedness of an organization’s 

information technologies and the degree to which its data elements share a common 

conceptual schema (Barki and Pinsonneault, 2005, Chiang, et al., 2000, Goodhue, et al., 

1992, Markus, 2000).  O'Connor and Yang (2004) defines integration as the sharing of 

information between project participants or melding of information sourced from 

separate systems. In the TUI questionnaire, integration is measured by level of 

interoperability. Internal integration measures the level of intra-organizational 

integration, whereas external integration deals with inter-organizational integration.  

<Table 3 about here> 

Based on the raw data, 10 TUI indices are developed; six indices representing 

the level of technology use for each work process groups, three indices for automation, 

internal integration, and external integration, and one overall index consolidating all 

scores for all types of technologies across all work processes surveyed. Scoring for each 

TUI index were calculated based on the equation below: 
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1)
AnsweredProcessWorkofNumber

ScoresProcessWork(2.5ScoreTUI −∑×=  

In order for a TUI score to be calculated, by rule, the respondent had to answer 

at least 50% of the response categories for each work process group or technology type. 

The TUI indices range from 0, indicating virtually no technology use, to 10, indicating 

full technology use.  

Table 4 presents the descriptive statistics for TUI indices. As shown in the table, 

respondent means are generally below 5, indicating that general level of technology use 

and integration in the construction industry is moderate. This is consistent with 

statements found in the literature review arguing that the construction industry has been 

conservative in adopting new technologies (Andresen, et al., 2000, Bjork, 2003, 

Ekstrom and Bjornsson, 2004, Thomas, et al., 2004). Based on the data, the detail 

design phase shows the highest TUI score. This may be related to wide use of CAD 

technologies in the capital projects industry. In regards to the type of technology 

implemented, automation received the highest TUI score, whereas external integration 

had the lowest TUI score.  

<Table 4 about here> 

 

Best Practices 

In 2007, CII updated its questionnaire to more quantitatively assess the 

implementation of industry Best Practices. A scoring algorithm was developed by CII 

BM&M committee members who are industry experts from owner and contractor 

organizations (CII, 2004). The scores for each Best Practice (BP) range from 0 to 10, 0 

representing no use of the practice and 10 indicating full use. It should be noted that 
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comparing the mean values for various BPs is not meaningful as each is assessed using 

a different set of questions.  Table 1 summarizes the six Best Practices identified for 

research by the propositions above; Table 5 provides descriptive statistics for these six.  

<Table 5 about here> 

 

Performance 

CII produces a number of performance measures for each project.  For this 

research, the measures cost growth, schedule growth, and rework cost factor are used. 

The definitions of the metrics are provided in Table 6.  Among the various CII metrics 

for cost and schedule, growth metrics have been widely used for various data analyses - 

and have also been shown to be influenced by IT use (Kang, et al., 2008, Thomas, et al., 

2004). Rework is considered as an intermediate measure and significant factor in the 

measurement of productivity because some researchers have found rework to be one of 

the largest contributors to productivity losses in construction (Borcherding and Garner, 

1981, Olomolaiye, et al., 1998).  

<Table 6 about here> 

Growth metrics compare actual and estimated values. The metrics are designed 

to have smaller values for better performing projects. The rework cost factor measures 

the amount of direct field rework as a percentage of the actual construction phase cost. 

As with the growth metrics, smaller rework cost factor indicates better performance. 

Compared to the growth metrics, the rework cost factor better assesses processes in the 

construction phase.  

Table 7 summarizes the descriptive statistics for the three metrics. Based on the 

mean values, projects in the data set show an average -4.4% of cost growth, 1.0% of 
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schedule growth, and 0.4% of rework cost factor. This means the projects spent actual 

project cost less than budget by 4.4% on average, were behind estimated schedule by 

1.0%, and spent 0.4% of actual construction phase cost on the direct cost for field 

rework. 

<Table 7 about here> 

 

Correlations with Performance 

This section presents the correlation of technology use and performance. The 

Pearson correlation was used for obtaining simple correlations between IT use and 

performance and Best Practice and performance. For IT use, four TUI indices 

(automation, internal integration, external integration, and overall) were used. Note that 

CII’s rules for protecting member confidentiality are applied; if an analysis is based on 

fewer than 10 projects or projects data are from less than three organizations, no 

statistical summaries are provided and the code “C.T.” (confidentiality test) is marked 

(CII, 2000).  

Table 8 shows the correlations between TUI and performance. For cost growth, 

all coefficients are negative, meaning that more use of technology is associated with 

better cost performance, however, the correlations are not statistically significant in the 

level of α = 0.1. For schedule growth, many correlations are positive and not 

statistically significant. This contradicts previous CII studies that found correlations 

with cost and schedule performance (schedule performance in particular) (Kang, et al., 

2008, Thomas, et al., 2004).   For the rework cost factor, many of the coefficients are 

statistically significant.  This makes some logical sense as information technology may 

improve the quality of information available to designers and contractors, which may 
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lead to less rework.  Although statistically significant, the relation shows just a weak 

association with low explanatory value.  Overall, the results do confirm prior research 

that direct correlations of technology use with performance shows weak results, even 

when the correlations are significant.  

<Table 8 about here> 

Correlations between Best Practices and performance are presented in Table 9. 

The coefficients are negative, indicating that more use of Best Practices is associated 

with better performance. Significant relationships are as follows: Best Practice use in 

the early project phase (e.g., Front End Planning, Alignment during FEP) is associated 

with better cost performance. Partnering and Change Management also have negative 

association with cost growth. Project Risk Assessment and Planning for Startup are 

negatively associated with schedule growth.  Planning for Startup also has a statistically 

significant association with the rework cost factor. As with TUI, BP scores have limited 

correlations with performance.  There are a few more significant correlations, and the 

direction of all correlations shows a desirable relationship that increased use of best 

practice increases performance.   

<Table 9 about here> 

 

Interaction Effects between Information Technologies and Best Practices 

on Performance 

 The findings reported on the previous section are perhaps explained by 

Brynjolfsson and Hitt’s (2000) observation that information technologies tend to be 

general purpose technologies whose effects are manifested indirectly. If technology use 
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is not accompanied by improved work processes, we should not see strong correlations 

between technology use and performance.  

 This section investigates the use of Best Practices (BP) and IT use and relates 

their joint effect on performance. First, the correlations between technology use and 

Best Practice use are shown. Second, the interaction of BP and TUI with the 

performance metrics is explored.  

 
Correlations between Best Practice and Information Technologies  

 Table 10 summarizes the simple correlation coefficients between TUI and BP 

scores. The four Best Practices related with planning – Front End Planning, Alignment 

during FEP, Project Risk Assessment, and Planning for Startup – have statistically 

meaningful positive correlations with all of the TUI indices and these correlations are 

generally stronger than those depicted in Tables 8 and 9.  Change Management also has 

multiple positive correlations at the significance level of α = 0.1. Constructability only 

has one statistically significant positive correlation with TUI for automation.  However, 

all correlations are positive, indicating that more use of technology is observed with 

increased practice use. Of course, correlation is not causation and it is unclear that 

increased use of TUI is causing increased use of Best Practices. But the suggestion that 

technology use has a beneficial impact on Best Practice use does make sense as the 

practices have generally been developed independently of information technologies. 

Insofar as technology supports better communication and analysis, it makes sense that 

they would support practices (or that the drive to improve practices would involve more 

technologies). These results support the propositions that technology use is beneficial to 

practice use. 
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 . <Table 10 about here> 

 

Interactions  

The correlations between Best Practices and IT use do not imply a 

commensurate increase in performance. To examine if benefits are being observed on 

projects by interaction effects, performance metrics were applied to the combination of 

Best Practices and TUI. Following the example of Rimal (2001), the authors explore the 

interaction effects using a quadrant-based approach summarized in Figure 1. All 

projects included in this analysis have at least one BP score and one TUI score.  The 

sets of TUI and BP values split into high and low halves around a median value.  These 

halves are then paired to create quadrants of high/high, high/low, low/high, and low/low 

levels of BP and TUI.   This process is illustrated in Figures 1 (a) thru 1 (c). For each 

quadrant, the mean performance metric for the projects in the quadrant is obtained 

(shown in Figure 1 (d)). This quadrant analysis is a way of showing potential interaction 

effects between BP and TUI on performance. Cost growth, schedule growth, and rework 

cost factor are applied in this process and the results are summarized in Tables 11, 12, 

and 13.   

 As not all projects in the overall data set have performance responses for all 

Best Practices or all TUI indices, quadrant sets have different sample populations 

(median values are determined from the larger population of BP/TUI for the metric 

under consideration, so splits are comparable across quadrant sets). It should be noted 

that the minimum number of data for each quadrant was set to three. If any quadrants 

have fewer than three projects, the analysis results were not provided for confidentiality 

and shown as C.T. in Tables 11, 12, and 13.  In general, the available data for each set 

of metrics is low and that the difference between the averages could not be statistically 
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tested. As such, the observations should be viewed as possible indicators of interaction 

effects and further study with more data is warranted.  
 

<Figure 1 about here> 

If more use of technology and more use of a BP each have a positive impact on 

performance, a comparison between each quadrant should show that the high/high 

quadrant has the best performance (or lowest value), the low/low quadrant has the worst 

performance (or highest value), and the low/high and high/low quadrants fall 

somewhere in between. In this case, we observe that the affects of the Best Practices 

and technologies are additive. It is possible that these additive effects are not necessarily 

interacting in a synergistic manner and the effects are independent. In such a case 

however, effects should follow the simple corrections between BP and performance and 

TUI and performance.  As shown in the results below, the findings are different from 

the simple correlations so this pattern (when observed) does generally indicate the 

presence of complementarity or interaction effects.  

A second view is that if there are significant interaction effects between BP and 

TUI and that both are required to achieve a beneficial effect, only the high/high 

quadrant will show the best performance. In other words it takes the input of both to see 

performance improvement and we will not see a clean pattern of increasing performance 

from low/low to high/high as in the first view. Both views are shown in Tables 11, 12, 

and 13 where the first view (high/high best; low/low worst) is shown in bold and the 

second view is shown in italics. For clarity, cross tabulations that do not meet one of 

these views are not shown.  

Table 11 shows the interaction effects on cost performance. For most cases, 

improved  performance is related to change of Best Practice use from low to high, 

which was also demonstrated in Table 9. One case is bold in the table. For the test with 

TUI for automation and the Planning for Startup Best Practice, the improvement in  BP 
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use is 0.8%, whereas more TUI use shows a 0.1% improvement. The overall 

improvement (high-high minus low-low) is 1.5%, which is greater than the sum of each 

improvement, 0.9%. Therefore, this may be evidence of interaction effects. In terms of 

Best Practices, Front End Planning, Alignment during Front End Planning, and 

Planning for Startup show multiple interaction effects with TUI on cost performance. 

<Table 11 about here> 

Table 12 summarizes the interaction effects on schedule performance. Among 

the three bolded cases, combined uses of TUI for internal integration and 

Constructability and TUI for Automation and Change Management show the largest 

interaction effects (the overall improvement obtained by high-high minus low-low is 

greater than the improvements from each of TUI and BP uses). For the remaining case 

(TUI for automation and the Constructability Best Practice), the overall improvement is 

smaller than the sum of each improvement. Considering that high-high and low-low 

quadrants have the best and worst performance, respectively, each of the BP and TUI 

uses contributes to the improvement but the amount of interaction effects may be not 

strong for the remaining cases. For the two cases with italics, the worst performance 

quadrant is found in the quadrant with high use of TUI and low use of the Best Practice. 

This finding seems to be consistent with the conjecture that IT use improves work 

processes and improved work processes leverage performance improvement. Therefore, 

more IT use without increased use of Best Practices has inevitably little or no 

performance improvement. This statement is also supported by the weak direct 

correlation between IT use and performance as shown in Table 8.  

<Table 12 about here> 

The rework cost factor shows the broadest number of potential interaction 

effects with BP and TUI. Table 13 indicates that TUI for automation appears to have 

interaction effects with several Best Practices (Front End Planning, Constructability, 

Project Risk Assessment, and Change Management) on rework performance. It also 
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appears to have an interaction effect with Planning for Startup. Several Best Practices 

show observed interactions with many TUI metrics – in particular Front End Planning, 

Partnering, Constructability, and Change Management. Among the bolded cases, the 

combination of TUI for automation and Front End Planning shows strong interaction 

effects.  

<Table 13 about here> 
   

 

Discussion 

The previous sections investigate the correlation of Best Practice use, IT use, 

and the interaction of Best Practice and IT uses with various performance metrics. This 

section provides implications and thoughts based on the comparison of all analyses in 

this study.  

Table 14 summarizes the propositions and findings from them. Proposition 1, 

which asserts the complementary relationship between IT use and Front End Planning 

was supported by the findings. All TUI indices were found to have positive correlations 

with Front End Planning and were statistically significant. Also, except schedule 

performance, the project group using both high use of IT and Front End Planning 

generally showed better cost and rework performance than other project groups. Based 

on these two findings, it is reasonable to assert that complementarity between IT use 

and the Frond End Planning Best Practice exists in the capital projects industry and this 

relationship manifests benefits in terms of capital project cost and rework performance.  

<Table 14 about here> 
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The second and third propositions asserting IT complementarity with Alignment 

during Front End Planning and Project Risk Assessment were supported in a limited 

way. While all TUI indices showed positive and statistically significant correlations, 

benefits for the project group using both high use of IT and Best Practices were limited 

or not tested because of small sample sizes. For Proposition 4, complementarity 

between Planning for Startup and IT use was shown to be positively correlated between 

the BP and TUI indices and all were statistically significant. However, only two TUI 

indices demonstrated benefits in terms of cost performance.  

Proposition 5 was not supported because the correlations between the 

Constructability best practice and TUI indices were weak and not statistically 

significant. According to Pocock, et al. (2006), three major obstacles in implementing 

constructability are the lack of open communications between designers and 

constructors, inadequate construction experience, and difficulty coordinating disciplines. 

This indicates that the practice issue discussed in Fischer and Tatum (1997) still remains 

unresolved. In other words, perhaps most capital projects still do not obtain 

construability input because of the lack of formal and explicit constructability 

knowledge bases, which is the presumed role of IT in supporting Constructability. This 

conjecture is in line with the weak correlations between TUI indices and 

Constructability found in this research. For the sixth proposition, the correlation 

coefficient for TUI indices and Change Management were all positive and statistically 

significant except for the correlation between TUI for automation and Change 

Management. Interestingly, no benefit in terms of cost performance was found but two 

TUI indices showed benefits in terms of schedule performance and rework performance. 

Nonetheless, TUI for automation, whose correlation coefficient with Change 
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Management was not found to be statistically significant, is involved in the benefits 

found from two performance measures. The p-value for the correlation coefficient was 

0.106, which is only slightly higher than the threshold value, 0.1. Therefore because the 

value is close to the threshold value, it is likely that the result will change once more 

data are obtained. 

In addition to discussing the propositions, it may be interesting to check the 

portion of TUI-BP combinations showing the complementary benefits. Table 15 

summarizes the percentage of TUI-BP combinations showing benefits of 

complementarity. Each performance measure can have 24 TUI-BP combinations (4 TUI 

indices multiplied by 6 BPs with propositions). The column A in Table 15 is determined 

by counting the number of combinations used for analyses (24 minus combinations 

excluded because of the CII’s confidentiality policy). Column B presents the number of 

combinations showing benefits of complementarity. Values in the right-most column 

are obtained by dividing values in column B by those in column A. If there was not 

complementarity found between IT use and Best Practices, values in the right-most 

column should be around 25% because each combination has four groups. As shown in 

the table, the percentages for the three performance measures are remarkably high, 

which can be an indicator showing that there exist benefits of complementarity between 

IT use and Best Practices.  

<Table 15 about here> 
 

Comparing the three performance measures, rework cost factor shows stronger 

impacts than the other performance measures. Measurement may be one issue worth to 

discuss. Measurement errors on inputs and outputs were conjectured in the literature 
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review as a possible reason why researchers end up with different findings in the 

relationship between IT use and performance (Brynjolfsson and Hitt, 1994). Also, the 

choice of dependent variable is thought to be related to this apparent inconsistency 

(Kohli and Devaraj, 2003). Some researchers assert that process-level analysis is more 

appropriate to measure the benefits of IT use than measurement at the macro or 

organizational level (Barua, et al., 1995, Kelley, 1994, Pavlou and El Sawy, 2006, 

Peacock and Tanniru, 2005). Barua et al. (1995) empirically found that many of the 

substantial IT impacts occur at low levels, near or at the site of their implementation. 

They argued if the distance between a first-order effect and higher levels increases, the 

ability to detect and measure an impact of IT decreases, perhaps rapidly. Applying this 

to the performance measures in this study, the rework cost factor may be closer to the 

place where benefits from IT use accrues and this attributes to more meaningful results 

in the rework cost factor than in cost or schedule growth. Thus if the impact of IT on the 

three performance measures is identical, it may be seen more obviously on the rework 

cost factor than the growth metrics. The data set used in this study lacks sufficient data 

to validate this statement. But, in the future research, using an intermediate factor (i.e., 

rework cost factor) between IT use and overall performance such as cost growth would 

be helpful to study the overall impact of IT. 

For the individual impacts, Best Practice has greater impact than IT use on 

performance measures. For the IT use, the direct impact on performance is not 

significant. These findings are in line with the view of Brynjolfsson and Hitt (2002) that 

information technologies tend not to have a direct impact on performance but rather 

affect work processes which lead performance improvements. The statement is also 

supported by the correlations between IT and BP uses shown in Table 10 which shows 
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more use of Best Practice is associated with more use of IT. Although the direct 

association of IT use on performance is weak, this study captures a snapshot of indirect 

impacts of IT use on performance via Best Practices. For the cases with italics in Tables 

11, 12, and 13, the worst performance quadrant is mostly found in the quadrant with 

high use of TUI and low use of Best Practice. This means more IT use without 

increased use of Best Practices has no performance improvement. However, when high 

use of IT is combined with high use of Best Practice, performance tends to be better 

than when Best Practice is solely used significantly.     

By examining the six propositions, interaction effects of IT use and BP on 

project performance was investigated. Most of the Best Practices analyzed in the 

propositions showed positive association with IT use and the associations are generally 

related with superior project performance. Also, a high percentage of TUI-BP 

combinations demonstrates the benefits of interaction of IT use and BP. These may 

suggest evidence for synergistic relationship between IT use and Best Practice in the 

construction industry. 

Of course, the correlations and patterns reported in this study do not detail the 

mechanisms by which synergistic interaction occurs between IT use and Best Practice. 

Case studies examining the interaction effects between IT use and other resources are 

encouraged (Melville, et al., 2004). Retrospective examination of existing cases using 

the concepts of this study – principally, there is a pathway of benefits to work processes 

that in turn lead to performance improvements – could help expose mechanisms and 

suggest more refined measures for future statistical analysis.  

 

Conclusions 
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 This study explores the view that construction projects performance is enhanced 

by the interaction of the use of industry Best Practices together with the use of 

information technologies. Using project data in the Construction Industry Institute’s 

Benchmarking and Metrics database, the impact of Best Practices use, IT use, and the 

interaction of the two on three performance measures was investigated. The findings 

support that technology use enhances the application of a range of industry Best 

Practices. The findings also suggest that in many cases the synergistic application of 

technology and specific work practices improves performance. While the assessment of 

interaction effects was performed with limited data, the findings are broadly supportive 

of the research propositions and bear further study. It is important to note that there are 

also broad similar effects seen for the three performance measures, although the 

interaction findings are stronger for rework performance than cost and schedule 

performance.  

 This study represents a new direction for investigating the impact of technology 

use on construction projects performance. The inclusion of Best Practices data offers a 

statistical approach to explain the mechanisms by which technology use may impact 

performance. As such, it represents an important departure from previous research that 

has attempted to directly relate technology use to performance. While the findings are 

limited by available data, the results are encouraging and supportive of further study. 

Industry efforts in improving both Best Practice use and information technologies are 

supported by these findings. 

 
 
Acknowledgments 



 25 

 The authors thank the National Institute of Standards and Technology who 

partially supported this study under contract No. SB1341-07-SE-0623.



 26 

References 

Andresen, J., Baldwin, A., Betts, M., Carter, C., Hamilton, A., Stokes, E., and Thorpe, 
T. (2000). "A framework for measuring IT innovation benefits." Electronic Journal of 
Information Technology in Construction (ITCon), 5, 57-72. 

Aral, S., and Weill, P. (2007). "It Assets, Organizational Capabilities and Firm 
Performance: Do Resource Allocations and Organizational Differences Explain 
Performance Variation." Organization Science, 18(5), 763-780. 

Barki, H., and Pinsonneault, A. (2005). "A model of organizational integration, 
implementation effort, and performance." Organization Science, 16(2), 165. 

Barua, A., Kriebel, C. H., and Mukhopadhyay, T. (1995). "Information technologies and 
business value: An analytic and empirical investigation." Information Systems Research, 
6(1), 3. 

Becerik, B., and Pollalis, S. N. (2006). Computer aided collaboration in managing 
construction, Harvard University Graduate School of Design, Cambridge. 

Bharadwaj, A. S. (2000). "A resource-based perspective on information technology 
capability and firm performance: an empirical investigation." MIS Quarterly, 24(1), 
169-196. 

Bjork, B. C. (2003). "Electronic document management in construction research issues 
and results." Electronic Journal of Information Technology in Construction (ITCon), 8, 
105-117. 

Borcherding, J. D., and Garner, D. F. (1981). "Work force motivation and productivity 
on large jobs." Journal of the Construction division, 107(3), 443-453. 

Brynjolfsson, E. (1993). "The productivity paradox of information technology: Review 
and assessment." Communications of the ACM, 36(12), 67-77. 

Brynjolfsson, E., and Hitt, L. M. (1994). "New Evidence on the returns of information 
systems." CCSTR #162, Sloan School of Management, MIT. 

Brynjolfsson, E., and Hitt, L. M. (2000). "Beyond computation: Information 
technology, organizational transformation and business performance." The Journal of 
Economic Perspectives, 14(4), 23-48. 

Chiang, R. H. L., Lim, E. P., and Storey, V. C. (2000). "A framework for acquiring 
domain semantics and knowledge for database integration." DATA BASE FOR 
ADVANCES IN INFORMATION SYSTEMS, 31(2), 46-64. 

Construction Industry Institute (CII) (1986). "Constructability: A Primer." RS3-1, The 
University of Texas at Austin, Austin, TX. 

Construction Industry Institute (CII) (1986). "Constructability improvement during 
conceptual planning." SD4, The University of Texas at Austin, Austin, TX. 

Construction Industry Institute (CII) (1990). "The impact of changes on construction 
cost and schedule." RS6-10, The University of Texas at Austin, Austin, TX. 



 27 

Construction Industry Institute (CII) (1991). "Construction Changes and Change 
Orders: Their Magnitude and Impact." SD66, The University of Texas at Austin, 
Austin, TX. 

Construction Industry Institute (CII) (1992). "Benefits and Costs of Constructability: 
Four case studies." SD83, The University of Texas at Austin, Austin, TX. 

Construction Industry Institute (CII) (1995). "Pre-Project Planning Handbook." SP 39-2, 
The University of Texas at Austin, Austin, TX. 

Construction Industry Institute (CII) (1997). "Team alignment during pre-project 
planning of capital facilities." RR113-12, The University of Texas at Austin, Austin, 
TX. 

Construction Industry Institute (CII) (1999). "Planning for Startup: Analysis of the 
Planning Model and Other Success Drivers." RR121-11, The University of Texas at 
Austin, Austin, TX. 

Construction Industry Institute (CII) (2000). "Benchmarking and Metrics Data Report 
for 2000." BMM2000-2, The University of Texas at Austin, Texas. 

Construction Industry Institute (CII) (2001). "Quantifying the comulative impact of 
change orders for electrical and mechanical contractors." RR158-11, The University of 
Texas at Austin, Austin, TX. 

Construction Industry Institute (CII) (2004). "Benchmarking & Metrics Implementation 
Toolkit." IR BMM-2, Construction Industry Institute, The University of Texas at 
Austin, Austin, TX. 

Ekstrom, M., and Bjornsson, H. (2004). "Information Technology and Purchasing 
Strategy: Two Necessary Enablers of More Efficient Construction Processes." Report 
No. 160, Center for Integrated Facility Engineering, Stanford University. 

El-Mashaleh, M., O'Brien, W. J., and Minchin Jr, R. E. (2006). "Firm performance and 
information technology utilization in the construction industry." Journal of 
Construction Engineering and Management, 132(5), 499-507. 

Fischer, M., and Tatum, C. B. (1997). "Characteristics of design-relevant 
constructability knowledge." Journal of Construction Engineering and Management, 
123(3), 253-260. 

Fischer, M., Haymaker, J., and Liston, K. (2003). Benefits of 3D and 4D models for 
facility managers and AEC service providers. 

Gao, J., and Fischer, M. (2008). "Framework & Case Studies Comparing 
Implementations & Impacts of 3D/4D Modeling Across Projects." Technical Report 
TR172, Stanford, CA: Center for Integrated Facility Engineering, Stanford University. 

George, R. T., and Back, W. E. (2007). "Information flow to support front end 
planning." RR 221-11, Construction Industry Institute, Austin. 

Goodhue, D. L., Wybo, M. D., and Kirsch, L. J. (1992). "The impact of data integration 
on the costs and benefits of information systems." MIS Quarterly, 16(3), 293-311. 



 28 

Hester, W. T., Kuprenas, J. A., and Chang, T. C. (1991). "Construction changes and 
change orders: their magnitude and impact." Source Document 66, The Construction 
Industry Institute, Austin, TX. 

Kang, Y., O'Brien, W. J., Thomas, S., and Chapman, R. E. (2008). "Impact of 
Information Technologies on Performance: Cross Study Comparison." Journal of 
Construction Engineering and Management, 134(11), 852-863. 

Kangari, R. (1995). "Risk management perceptions and trends of U. S. construction." 
Journal of Construction Engineering and Management, 121(4), 422-429. 

Kelley, M. R. (1994). "Productivity and information technology: the elusive 
connection." Management Science, 40(11), 1406-1425. 

Khanzode, A., Fischer, M., and Reed, D. (2008). "Benefits and lessons learned of 
implementing building virtual design and construction (VDC) technologies for 
coordination of mechanical, electrical, and plumbing (MEP) systems on a large 
healthcare project." Journal of Information Technology in Construction, 13, 324-342. 

King, R. A. (1977). "How to achieve effective project control." Chemical Engineering 
Journal, July, 117-121. 

Kohli, R., and Devaraj, S. (2003). "Measuring information technology payoff: A meta-
analysis of structural variables in firm-level empirical research." Information Systems 
Research, 14(2), 127-145. 

Koo, B., and Fischer, M. (2000). "Feasibility study of 4 D CAD in commercial 
construction." Journal of Construction Engineering and Management, 126(4), 251-260. 

Leonard, C. A., Fazio, P., and Moselhi, O. (1988). "Construction productivity: Major 
causes of impact." American Association of Cost Engineers. Transactions of the 
American Association of Cost Engineers. 

Markus, M. L. (2000). "Paradigm shifts-E-business and business/systems integration." 
Communications of the Association for Information Systems, 4(10), 1-44. 

Melville, N., Kraemer, K., and Gurbaxani, V. (2004). "Information technology and 
organizational performance: An integrative model of IT business value." MIS quarterly, 
28(2), 283-322. 

Myers, C. W., Shangraw, R. F., Devey, M. R., and Hayashi, T. (1986). Understanding 
process plant schedule slippage and startup costs, Rand. 

Nitithamyong, P., and Skibniewski, M. J. (2004). "Web-based construction project 
management systems: how to make them successful?" Automation in construction, 
13(4), 491-506. 

O'Connor, J. T. (1985). "Impacts of constructability improvement." Journal of 
Construction Engineering and Management, 111(4), 404-410. 

O'Connor, J. T., and Yang, L. R. (2004). "Project performance versus use of 
technologies at project and phase levels." Journal of Construction Engineering and 
Management, 130(3), 322-329. 



 29 

Oh, W., and Pinsonneault, A. (2007). "On the assessment of the strategic value of 
information technologies: conceptual and analytical approaches." Management 
Information Systems Quarterly, 31(2), 239. 

Olomolaiye, P. O., Jayawardane, A. K. W., and Harris, F. (1998). Construction 
productivity management, Prentice Hall. 

Palmer, R. N., and Mar, B. W. (1989). "Automation of civil engineers: some 
observations." Journal of Management in Engineering, 5(3), 286-300. 

Pavlou, P. A., and El Sawy, O. A. (2006). "From IT leveraging competence to 
competitive advantage in turbulent environments: The case of new product 
development." Information Systems Research, 17(3), 198-227. 

Peacock, E., and Tanniru, M. (2005). "Activity-based justification of IT investments." 
Information & management, 42(3), 415-424. 

Pocock, J. B., Kuennen, S. T., Gambatese, J., and Rauschkolb, J. (2006). 
"Constructability state of practice report." Journal of Construction Engineering and 
Management, 132(4), 373-383. 

Powell, T. C., and Dent-Micallef, A. (1997). "Information technology as competitive 
advantage: the role of human, business, and technology resources." Strategic 
Management Journal, 375-405. 

Rimal, R. N. (2001). "Perceived Risk and Self Efficacy as Motivators: Understanding 
Individuals' Long Term Use of Health Information." Journal of Communication, 51(4), 
633-654. 

Soh, C., and Markus, M. L. "How IT creates business value: a process theory 
synthesis." Proc., Proceedings of the International Conference on Information Systems, 
Citeseer, 29-42. 

Strassmann, P. A. (1990). The business value of computers, Information Economics 
Press, New Canaan, Conn. 

Taylor, J. E. (2007). "Antecedents of Successful Three-Dimensional Computer-Aided 
Design Implementation in Design and Construction Networks." Journal of Construction 
Engineering and Management, 133(12), 993-1002. 

Thomas, S. R., Lee, S. H., Spencer, J. D., Tucker, R. L., and Chapman, R. E. (2004). 
"Impacts of design/information technology on project outcomes." Journal of 
Construction Engineering and Management, 130(4), 586-597. 

Wood, G. D., and Ellis, R. C. T. (2003). "Risk management practices of leading UK 
cost consultants." Engineering Construction and Architectural Management, 10(4), 
254-262. 

 



 30 

 

 
 

Figure 1. Procedure to determine interaction effects between BP and TUI on 
performance 
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Table 1. CII Best Practice Descriptions 
Best Practice Description 

Front End Planning 

Front End Planning involves the process of developing sufficient strategic information such that owners can address 
risk and decide to commit resources to maximize the chance for a successful project. Front-End Planning includes 
putting together the project team, selecting technology, selecting the project site, developing project scope, and 
developing project alternatives. Front-End Planning is often perceived as synonymous with front-end loading, pre-
project planning, feasibility analysis, and conceptual planning. 

Alignment During 
Front End Planning 

Alignment is the condition where appropriate project participants are working within acceptable tolerances to develop 
and meet a uniformly defined and understood set of project objectives. 

Constructability 
Constructability is the effective and timely integration of construction knowledge into the conceptual planning, 
design, construction and field operations of a project to achieve the overall project objectives in the best possible time 
and accuracy, at the most cost-effective levels. 

Project Risk 
Assessment 

Project Risk Assessment is the process to identify, assess and manage risk. The project team evaluates risk exposure 
for potential project impact to provide focus for mitigation strategies. 

Change 
Management 

Change Management is the process of incorporating a balanced change culture of recognition, planning and 
evaluation of project changes in an organization to effectively manage project changes. 

Planning for 
Startup 

Startup is the transitional phase between plant construction completion and commercial operations, including all of 
the activities that bridge these two phases. Planning for Startup consists of a sequence of activities that begins during 
requirements definition and extends through initial operations. This section assesses the level of Startup Planning by 
evaluating the degree of implementation of specific activities throughout the various phases of a project. 
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Table 2. Number of Data: CII Data Set 

CII Projects 
Industry Group 

Buildings Heavy Industrial Light Industrial Infrastructure 

Number of 
Project 18 31 75 9 
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Table 3. Description of Scales for Automation and Integration 

Scale Description 

A
ut

om
at

io
n 

None (1) No electronic tools or commonly used electronic tools, all 
processes completed manually 

Minimal (2) Checklists or simple tools are available to help complete the 
process 

Moderate (3) Electronic tools are available to help complete part of the work 

Extensive (4) Electronic tools complete most of the work after entering input 
data, with minimal amount of manual work after data are entered 

Complete (5) Entire process automatically completed after input data are entered 

In
te

gr
at

io
n 

None (1) No data communication or sharing with other electronic tools 

Minimal (2) Data (or information) produced from the work function are 
transferred manually because the data are rarely interoperable 

Moderate (3) 
Data (or information) produced from the work function are still 
manually transferred but some data are somewhat interoperable 
with other functions/stakeholders. 

Extensive (4) 
Data (or information) produced from the work function are mostly 
interoperable with other functions/stakeholders do not require 
manual transfer. 

Complete (5) 
Data (or information) produced from the work function are 
seamlessly interoperable with other functions/stakeholders and no 
manual data transfer is required. 
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Table 4. Use of Technology Use and Integration 

 Sample Size Mean S.D. 

Overall 62 4.18 1.62 

     Project Management 66 4.26 1.86 
     Front End Planning 61 4.22 1.94 
     Detail Design 61 4.61 1.85 
     Procurement 53 4.25 1.92 
     Construction 61 3.86 1.66 
     Startup 55 4.09 1.70 
   Automation 60 4.54 1.59 
   Internal Integration 57 4.23 1.70 
   External Integration 55 4.04 1.85 
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Table 5. Use of Best Practices 

 Sample Size Mean S.D. 

Front End Planning (FEP) 92 7.19 1.53 

Alignment during FEP 91 6.67 1.63 

Constructability 86 5.25 2.19 
Change Management 84 4.81 2.63 
Project Risk Assessment 89 7.97 2.60 

Planning for Startup 73 7.49 1.44 
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Table 6. Definition of Performance Metrics  
Performance Metric  

Cost 

• Metric 

     Project Cost Growth = 
CostojectPredictedPrInitial

CostojectPredictedPrInitialCostojectPrTotalActual −   

• Definition of Terms 
o Actual Total Project Cost: All actual project cost from front end planning through startup.              

It excludes land costs but includes in-house salaries, overhead, travel, etc. 
o Initial Predicted Project Cost: Budget at the time of authorization 

Schedule 

• Metric 

   Project Schedule Growth = 
DurationojectPredictedPrInitial

DurationojectPredictedPrInitialDurationojectPrTotalActual −  

• Definition of Terms 
o Actual Total Project Duration: Duration from beginning of detail engineering to turnover to user 
o Initial Predicted Project Duration: Predicted duration at the time of authorization 

Rework 
• Metric 

   Rework Cost Factor = 
CostPhaseonConstructiActual
workReFieldofCostDirectTotal
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Table 7. Descriptive Statistics: Performance Metrics 

 Sample Size Mean S.D. 

Cost 
Cost Growth 117 -0.044 0.13 

Schedule 
Schedule Growth 95 0.010 0.14 

Rework 
Rework Cost Factor 41 0.004 0.01 
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Table 8. Correlation Coefficients between Technology Use and Integration and 
Performance 

TUI Index 
Performance 

Cost Growth Schedule Growth Rework Cost Factor 

Overall -0.046 0.033 -0.359 

Automation -0.136 -0.048 -0.349 

Internal Integration -0.035 0.079 -0.360 

External Integration -0.060 0.053 -0.319 

Bold indicates p-value is lower than 0.1.   Sample sizes for each correlation range from 27 to 57.   
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Table 9. Correlation Coefficients between Best Practice and Performance 

Best Practice 
Performance 

Cost Growth Schedule 
Growth 

Rework Cost 
Factor 

Front End Planning -0.386 -0.169 -0.266 

Alignment During Front End 
Planning -0.295 -0.170 -0.273 

Constructability 0.108 -0.135 -0.096 

Project Risk Assessment -0.114 -0.257 -0.130 

Change Management -0.216 -0.161 -0.039 

Planning for Startup -0.137 -0.262 -0.427 

Bold indicates p-value is lower than 0.1.   Sample sizes for each correlation range from 30 to 77. 
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Table 10. Correlation Coefficients between Best Practice and Technology Use and 
Integration 

Best Practice 

TUI Index 

Overall 
Technology Type 

Automation Internal 
Integration 

External 
Integration 

Front End Planning 0.372 0.384 0.331 0.400 

Alignment During Front End Planning 0.436 0.397 0.428 0.448 

Constructability 0.210 0.254 0.198 0.171 

Project Risk Assessment 0.424 0.379 0.354 0.430 

Change Management 0.314 0.234 0.269 0.408 

Planning for Startup 0.284 0.300 0.259 0.307 

Bold indicates p-value is lower than 0.1.   Sample sizes for each correlation range from 44 to 50.   
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Table 11. Joint Result of Best Practice and Technology Use and Integration on Cost 
Growth (in %) 

Best Practice 

TUI Index 

Overall Automation Internal 
Integration 

External 
Integration 

Low 
Use 

High 
Use 

Low 
Use 

High 
Use 

Low 
Use 

High 
Use 

Low 
Use 

High 
Use 

Front End Planning 
High Use -7.0 -8.1   -7.2 -8.1 -7.0 -8.0 
Low Use -3.0 -1.4   -2.6 -2.2 -3.7 -0.3 

Alignment During 
Front End Planning 

High Use -6.2 -6.9     -6.0 -6.5 
Low Use -3.3 -3.0     -4.4 -0.6 

Constructability 
High Use         
Low Use         

Project Risk 
Assessment 

High Use     
C.T. 

  
Low Use       

Change 
Management 

High Use         
Low Use         

Planning for 
Startup 

High Use -3.6 -6.1 -4.9 -5.6     
Low Use -4.9 -4.9 -4.1 -4.2     

Bold indicates high/high quadrant shows the best performance (or lowest value) and low/low quadrant 
shows the worst performance (or highest value) 
Italic indicates high/high quadrant shows the best performance but low/low quadrant does not show the 
worst performance.  
Number of data used for each calculation ranges 40 to 46. Number of data for each quadrant ranges 3 to 
19. 
C.T. Data withheld per CII Confidentiality policy (less than 10 projects or data submitted by less than 
three companies). 
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Table 12. Joint Result of Best Practice and Technology Use and Integration on 
Schedule Growth (in %) 

Best Practice 

TUI Index 

Overall Automation Internal 
Integration 

External 
Integration 

Low 
Use 

High 
Use 

Low 
Use 

High 
Use 

Low 
Use 

High 
Use 

Low 
Use 

High 
Use 

Front End Planning 
High Use       -3.7 -3.8 

Low Use       1.8 15.0 

Alignment During 
Front End Planning 

High Use   
C.T. 

    
Low Use       

Constructability 
High Use   0.2 -1.6 1.6 -2.1   
Low Use   2.7 -1.3 1.9 0.5   

Project Risk 
Assessment 

High Use 
C.T. C.T. C.T. C.T. 

Low Use 

Change 
Management 

High Use   -3.0 -4.8 -3.3 -4.2   
Low Use   5.0 4.8 4.1 5.2   

Planning for 
Startup 

High Use   
C.T. 

    
Low Use       

Bold indicates high/high quadrant shows the best performance (or lowest value) and low/low quadrant 
shows the worst performance (or highest value) 
Italic indicates high/high quadrant shows the best performance but low/low quadrant does not show the 
worst performance.  
Number of data used for each calculation ranges 29 to 35. Number of data for each quadrant ranges 3 to 
13. 
C.T. Data withheld per CII Confidentiality policy (less than 10 projects or data submitted by less than 
three companies). 
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Table 13. Joint Result of Best Practice and Technology Use and Integration on Rework 
Cost Factor (in %) 

Best Practice 

TUI Index 

Overall Automation Internal 
Integration 

External 
Integration 

Low 
Use 

High 
Use 

Low 
Use 

High 
Use 

Low 
Use 

High 
Use 

Low 
Use 

High 
Use 

Front End Planning 
High Use 

C.T. 
0.50 0.01 0.31 0.02 0.31 0.02 

Low Use 0.75 0.56 1.01 0.10 0.56 1.01 

Alignment During 
Front End Planning 

High Use 
C.T. C.T. 

  
C.T. 

Low Use   

Constructability 
High Use   0.32 0.03   0.26 0.04 

Low Use   0.81 0.23   0.51 0.53 

Project Risk 
Assessment 

High Use 
C.T. 

0.08 0.06 
C.T. C.T. 

Low Use 1.23 0.46 

Change 
Management 

High Use   0.42 0.05   0.25 0.13 
Low Use   0.87 0.40   0.74 0.56 

Planning for 
Startup 

High Use 
C.T. 

0.68 0.01 
C.T. C.T. 

Low Use 0.62 0.75 
Bold indicates high/high quadrant shows the best performance (or lowest value) and low/low quadrant 
shows the worst performance (or highest value) 
Italic indicates high/high quadrant shows the best performance but low/low quadrant does not show the 
worst performance.  
Number of data used for each calculation ranges 22 to 25. Number of data for each quadrant ranges 3 to 
11. 
C.T. Data withheld per CII Confidentiality policy (less than 10 projects or data submitted by less than 
three companies). 
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Table 14 Testing Propositions 

Proposition 1 
• All TUI indices show positive correlations with Front End Planning and are statistically significant. 
• Three TUI indices except TUI for automation show cost performance improvement with high use of 

Front End Planning and IT. 
• Three TUI indices except TUI for overall show rework performance improvement with high use of 

Front End Planning and IT.  
Proposition 2 
• All TUI indices show positive correlations with Alignment during Front End Planning and are 

statistically significant. 
• Projects with high use of Alignment during FEP and TUI for overall and external integration show 

improved cost growth.  
Proposition 3  
• All owner TUI indices show positive correlations with Project Risk Assessment and are statistically 

significant. 
• Projects with high use of Project Risk Assessment and TUI for automation show better rework 

performance. (Other TUI indices were not tested because of small sample size.) 
Proposition 4  
• All TUI indices show positive correlations with Planning for Startup and are statistically significant. 
• Two TUI indices (TUI for overall and automation) show benefits in terms of cost growth. But, no TUI 

indices show schedule performance improvement.  
Proposition 5 
• All correlations are positive but only TUI for automation shows a statistically significant correlation.  
• It is found that there’s no benefit in terms of cost growth. But, two TUI indices show schedule 

performance improvement and rework performance improvement. 
Proposition 6 
• Three TUI indices except TUI for automation show positive correlations and are statistically significant. 
• No benefit in terms of cost growth was found but, two TUI indices show schedule performance 

improvement and rework performance improvement 
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Table 15 Percentage of TUI-BP Combinations Showing Benefits of 
Complementarity 

Performance Measure 
Number of TUI-BP combinations Percentage 

(B/A%) tested (A) showing benefits of 
complementarity (B) 

Cost Growth 23 7 30.4% 

Schedule Growth 18 5 27.8% 

Rework Cost Factor 14 9 64.3% 
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