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Preface

This book explores the control of systems on small length scales. Research and
development for micro- and nanoscale science and technology has grown quickly
over the last decade, particularly in the areas of microelectromechanical systems
(MEMS), microfluidics, nanoelectronics, bio-nanotechnologies, nanofabrication,
and nanomaterials. However, to date, control theory has played only a small role
in the advancement of this research. As we know from the technical progression of
macroscale intelligent systems, such as assembly robots and fly-by-wire aircraft,
control systems can maximize system performance and, in many cases, enable
capabilities that would otherwise not be possible. We expect that control systems
will play a similar enabling role in the development of the next generation of micro-
and nanoscale devices, as well as in the precision instrumentation that will be used
to fabricate and measure these devices. In support of this, each chapter of this
book provides an introduction to an application of micro- and nanotechnologies
in which control systems have already been shown to be critical to its success.
Through these examples, we aim to provide insight into the unique challenges in
controlling systems at small length scales and to highlight the benefits in merging
control systems and micro- and nanotechnologies.

We conceived of this book because we saw a strong need to bring the control
systems and micro- and nanosystems communities closer together. In our view, the
intersection between these two groups is still very small, impeding the advancement
of active, precise, and robust micro- and nanoscale systems that can meet the
demanding requirements for commercial, military, medical, and consumer products.
As an example, we attend conferences for both the control systems and micro-
and nanoscale science and technology communities and have found the overlap
between attendees to be marginal; maybe in the tens of people. Our hope is that
this book will be a step toward rectifying this situation by bridging the gap between
these two communities and demonstrating that concrete benefits for both fields
can be achieved through collaborative research. We also hope to motivate the next
generation of young engineers and scientists to pursue a career at this intersection,
which offers all of the excitement, frustration, and eventual big rewards that an
aspiring researcher could want.
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vi Preface

This book is targeted toward both control systems researchers interested in
pursuing new application in the micro- and nanoscales domains, and researchers
developing micro- and nanosystems who are interested in learning how control
systems can benefit their work. For the former, we hope these chapters will show
the serious effort required to demonstrate control in a new application area. All of
the contributing authors have acquired expertise in at least one new scientific area
in addition to control theory (e.g., atomic force microscopy, optics, microfluidics)
in order to pursue their area of research. Acquiring dual expertise can take years
of effort, but the payoff can be high by providing results that no expert in a single
domain can accomplish. Additionally, it can result in fascinating work (we hope
some of the challenges and excitement are conveyed). For researchers in micro-
and nanoscale science and technology, this book contains concrete examples of the
benefits that control can provide. These range from better control of particle size
distribution during synthesis, to high-bandwidth and reliable nanoscale positioning
and imaging of objects, to optimal control of the spin dynamics of quantum systems.
We also hope this book will be of use to those who are not yet experts in either
control systems or micro- and nanoscale systems but are interested in both. We
believe it will provide a useful and instructive introduction to the breadth of research
being performed at the intersection of these two fields.

The topics covered in this book were selected to represent the entire length scale
of miniaturized systems, ranging from hundreds of micrometers down to a fraction
of a nanometer (hence our title, Feedback Control of MEMS to Atoms). They were
also selected to cover a broad range of physical systems that will likely provide new
material to most readers.

Acknowledgments We would like to express our deepest appreciation to all of the researchers
who contributed to this book. Without them this project would not have been possible. It was
a pleasure to have the opportunity to work with them. We would also like to thank the staff
at Springer and in particular, Steven Elliot, who provided us with outstanding guidance and
motivation throughout the process.
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Chapter 1
Introduction

Jason J. Gorman and Benjamin Shapiro

The goal of this book is to illustrate how control tools can be successfully applied
to micro- and nano-scale systems. The book partially explores the wide variety of
applications where control can have a significant impact at the micro- and nanoscale,
and identifies key challenges and common approaches. This first chapter briefly
outlines the range of subjects within micro and nano control and introduces topics
that recur throughout the book.

1.1 Controlling Micro- and Nanoscale Systems

Microelectromechanical systems (MEMS) emerged, at the beginning of the 1980s,
as a cost effective and highly sensitive solution for many sensor applications,
including pressure, force, and acceleration measurements. Since then, MEMS has
grown into a $6 billion industry and a number of other microtechnologies have
followed, including microfluidics, microrobotics, and micromachining. Simulta-
neously, nanotechnology has become one of the largest areas of scientific and
engineering research, with over $12 billion invested over the last decade by the
U.S. Government alone. This research has resulted in a new set of materials and
devices that offer unique physical and chemical properties due to their nanoscale
dimensions, which are expected to yield better products and services.
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and Technology, Gaithersburg, MD 20899, USA
e-mail: gorman@nist.gov

B. Shapiro
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2 J.J. Gorman and B. Shapiro

Fig. 1.1 A sense of scale: the sizes of things from a single carbon atom to an integrated MEMS
gyro (Images used with permission. Copyrights Denis Kunkel Microscopy, Inc. and Springer)

Micro- and nanotechnology integrated systems refer to a combination of com-
ponents that provide enhanced functionality that would not be possible with each
component alone. Familiar examples of systems at the macroscale include robots,
aircraft, automobiles, and information networks, where each system is composed of
actuators, sensors, and computational logic that allow for complex and controlled
behavior. Micro- and nano-systems only differ from their macroscale counterparts
in that essential system behavior occurs at minute length scales. In some cases,
micro- and nanosystems are large in size but are dependent on micro- or nanoscale
phenomena (e.g., a scanning probe microscope), whereas in other cases the entire
system is miniaturized (e.g., a MEMS accelerometer). Other examples of micro-
and nanosystems include nanomechanical resonators, cell micromanipulators, and
nanofabrication tools. Clearly this is a diverse group of systems, but as will be seen
in this book, there are a variety of common threads for the integration and control
of such systems, as well as common principles to address these threads.

Feedback control is necessary at small length scales for the same reasons that it is
needed in macroscale applications: to correct for errors in system variables in real-
time to improve performance, to provide robust operation in the face of unknown
or uncertain conditions, and to enable new system capabilities. This book explores
emerging efforts to apply control systems to micro- and nanoscale systems in order
to realize these benefits and, as a result, accelerate the utility and adoption of these
technologies.

Going down in length scales, to micrometers and nanometers (Fig. 1.1), opens up
a wide set of technologies, opportunities, and challenges. Sensors and actuators at
small scales can directly access and manipulate microscopic and nanoscopic objects,
and are thus being used to study surfaces with atomic resolution and to process
individual cells. The associated system tasks are new (e.g., manipulate nanoscopic
objects), there are additional physical effects to be considered and understood
(e.g., molecule to molecule interactions and atomic spins), and previously small
phenomena can now dominate (e.g., surface effects, like surface tension, now sur-
pass bulk phenomena, like gravity or momentum). Thus system control techniques
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1 Introduction 3

must be modified or newly developed, as must the modeling, sensing, actuation,
and real-time computation that supports them. As a result, the merging of control
systems with micro- and nanoscale systems represents a new field that we expect to
grow considerably over the coming decade. The intention of this book is to provide
an introductory survey.

1.2 Critical Application Areas

There is a lot of diversity in the micro and nanoscale systems where control is
playing a role. However, the majority of the applications fit within at least one of
the five following groups: micro- and nanomanufacturing, instruments for nanoscale
research, MEMS/NEMS, micro/nanofluidics, and quantum systems. This taxonomy
has influenced the structure of this book and provides a starting point for finding
the most important applications to pursue. Some of the applications and devices
where control can play an important role are listed below. Only a small percentage
of these applications have seen a concerted control implementation research effort.
Therefore, there remain considerable opportunities for control practitioners to make
important contributions to this field in the near and long term.

Micro- and Nanomanufacturing: Nanolithography including scanning probe
and nanoimprint techniques, micro- and nanoassembly, directed self-assembly,
nanoscale material deposition processes, nanoparticle growth, and formation of
composite nanomaterials.

Instruments for Nanoscale Research: Scanning probe microscopy including
atomic force microscopy, scanning tunneling microscopy, and near-field scanning
optical microscopy. Particle trapping includes optical and magnetic trapping, parti-
cle tracking and localization.

MEMS/NEMS: MEMS/NEMS (micro/nano-electro-mechanical-systems) includ-
ing inertial devices such as accelerometers and gyroscopes; micromirrors and other
optomechanical components; filters, switches, and resonators for radiofrequency
(RF) communications; probe-based data storage and hard drive read heads; bio-
chemical sensors for medical diagnostics and threat detection; and micro- and
nanorobots.

Micro/Nanofluidics: Micro/Nanofluidics include lab-on-a-chip technologies, in-
expensive medical diagnostics, embedded drug delivery systems, and inkjet valves
for high-volume printing.

Quantum Systems: Quantum systems include quantum computing, quantum com-
munication and encryption, nuclear magnetic resonance imaging, and atom trapping
and cooling.
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4 J.J. Gorman and B. Shapiro

1.3 Overview of the Chapters

The contributors to this book were chosen because they are leaders in their
respective research areas and have either been able to demonstrate significant
experimental results, or are well on their way towards experiments. It can take a
long time to get from an initial control concept to an experimental demonstration:
all the chosen contributors have been working on control of small systems for at
least 5 to 10 years. Given that the field of micro/nanoscale systems is itself still
fairly new (30+ years in the case of MEMS) and that there was a delay between
the inception of the field and the subsequent entry of control researchers, in this
sense, these contributors are at the leading edge. Of course, we could not include
every major researcher at the intersection of controls and micro- and nanosystems,
but we believe that we have chosen a representative sampling across a diverse set of
applications that demonstrate how control is beginning to be applied on small length
scales. We expect that there will be many more researchers in the future with many
more exciting, and needed, applications and results.

The chapters have been organized along the lines of the application areas listed in
the previous section: micro/nanomanufacturing, instruments for nanoscale research,
MEMS, microfluidics, and quantum systems. Chapters 2 to 4 explore controlled
manufacturing. Control of nanoparticle size during synthesis is presented in Chap. 2,
and Chap. 3 discusses the estimation of nanoscale surface properties during manu-
facturing using optical measurements and Kalman filtering techniques. Automated
assembly of two-dimensional structures composed of micro- and nanoparticles is
presented in Chap. 4. The control of instruments for nanoscale research is discussed
in Chaps. 5 and 6. Improving the imaging performance of atomic force microscopes
using robust control is covered in Chap. 5 and the control of optically trapped
particles is discussed in Chap. 6. The control of MEMS and microfluidic systems is
the subject of Chaps. 7 through 9. Position control of MEMS actuators is presented
in Chap. 7, closed-loop operation of precision MEMS gyroscopes is covered in
Chap. 8, and the control of particle motion within a microfluidic system is presented
in Chap. 9. Finally, quantum control is presented in Chap. 10 with an emphasis on
controlling spin dynamics in quantum mechanical systems. In the final chapter,
a review of some of the common challenges encountered throughout the book
is presented along with prospects for future research in controlling micro- and
nanoscale systems.

1.4 Notes for the Reader

This book was written for scientists and engineers in the fields of both micro/
nanotechnologies and control systems with the intention of bridging the gap
between the two. For the former group, it shows how control is being applied
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1 Introduction 5

to miniaturized systems and highlights the benefits of feedback control for these
systems. There is also an emphasis on the importance of interdisciplinary collab-
oration, physical modeling, control design mathematics, and experimentation in
realizing these benefits. For the latter group, it provides an introduction to how con-
trol is currently being applied, extended, and developed for miniaturized systems.
It also documents the need to fully understand the capabilities, requirements, and
bottlenecks in new application areas before approaching the control design problem.
It is our intention that this book provide an impetus for each group to better learn the
technical language of the other – a requirement for successful collaboration between
the two. But above all, our greatest hope is that it will spark new ideas and insights to
enable better interactions between these two fields and result in significant advances
in micro- and nanoscale systems.

Due to the multidisciplinary nature of this book, some background reading may
be helpful. Readers who are not familiar with control theory can find an introduction
written for a broad audience in [1] and practical ‘fast-track’ advice for implementing
linear feedback controllers in [2]. More rigorous treatments of control theory are
found in [3], a concise book that crucially describes not only what control can
achieve for any given system but also what it cannot. Control theory is usually
introduced in a linear system setting, where strong and comprehensive results
are available, but there are also more advanced books that deal with control for
nonlinear systems [4]. Nonlinear methods require a higher level of mathematical
sophistication, but are needed in many real-world situations where nonlinearities
cannot be neglected, as seen in several chapters in this book.

Readers not familiar with micro- and nanoscale systems can find an excellent
introduction to microelectromechanical systems (MEMS) in [5–7]. The first of these
reference includes, as its first chapter, the classic 1959 Feynman lecture ‘There is
Plenty of Room at the Bottom’ [8]. There are also a number of books that introduce
nanoscale science (e.g., [9, 10]) and nanotechnology [11, 12]. Texts relevant to
the physics of micro- and nanoscale systems span the spectrum from optics and
electronics to mechanics, fluid dynamics, and chemistry and biology. When faced
with diving into a new field of physics and learning the basics, the Feynman lectures
[13] are a fantastic resource. Each lecture provides a brilliant, concise, and accurate
introduction to an entire field.

Finally, for both the controls and micro/nanoreaders, four fairly recent reports
provide context for how control methods apply to novel systems in the areas
of atomic force microscopy and nanorobotic manipulation [14]: MEMS, biolog-
ical, chemical, and nanoscale systems [15, 16]; and networks of large and small
systems, including aerospace, transportation, information technology, robotics,
biology, medicine, and materials [17]. Many of the recommendations made in these
reports are mirrored in the research and approaches described in this book.
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6 J.J. Gorman and B. Shapiro
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Chapter 2
Feedback Control of Particle Size Distribution
in Nanoparticle Synthesis and Processing

Mingheng Li and Panagiotis D. Christofides

2.1 Introduction

Particulate processes (also known as dispersed-phase processes) are characterized
by the co-presence of and strong interaction between a continuous (gas or liquid)
phase and a particulate (dispersed) phase and are essential in making many high-
value industrial products. Particulate processes play a prominent role in a number
of process industries since about 60% of the products in the chemical industry are
manufactured as particulates with an additional 20% using powders as ingredients.
Representative examples of particulate processes for micro- and nano-particle
synthesis and processing include the crystallization of proteins for pharmaceutical
applications [2], the emulsion polymerization of nano-sized latex particles [50], the
aerosol synthesis of nanocrystalline catalysts [64], and thermal spray processing
of nanostructured functional thermal barrier coatings to protect turbine blades [1].
The industrial importance of particulate processes and the realization that the
physicochemical and mechanical properties of materials made with particulates
depend heavily on the characteristics of the underlying particle-size distribution
(PSD) have motivated significant research attention over the last ten years on model-
based control of particulate processes. These efforts have also been complemented
by recent and ongoing developments in measurement technology which allow the
accurate and fast online measurement of key process variables including important
characteristics of PSDs (e.g., [37,55,56]). The recent efforts on model-based control

M. Li (�)
Department of Chemical and Materials Engineering, California State
Polytechnic University, Pomona, CA 91768, USA
e-mail: minghengli@csupomona.edu
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8 M. Li and P.D. Christofides

Fig. 2.1 Schematic of
a continuous crystallizer

Crystals

Solute

Product

of particulate processes have also been motivated by significant advances in the
physical modeling of highly coupled reaction-transport phenomena in particulate
processes that cannot be easily captured through empirical modeling. Specifically,
population balances have provided a natural framework for the mathematical
modeling of PSDs in broad classes of particulate processes (see, for example, the
tutorial article [30] and the review article [54]), and have been successfully used
to describe PSDs in emulsion polymerization reactors (e.g., [13, 15]), crystallizers
(e.g., [4,55]), aerosol reactors (e.g., [23]), and cell cultures (e.g., [12]). To illustrate
the structure of the mathematical models that arise in the modeling and control
of particulate processes, we focus on three representative examples: continuous
crystallization, batch crystallization, and aerosol synthesis.

2.1.1 Continuous Crystallization

Crystallization is a particulate process, which is widely used in industry for the
production of many micro- or nano-sized products including fertilizers, proteins,
and pesticides. A typical continuous crystallization process is shown in Fig. 2.1.
Under the assumptions of isothermal operation, constant volume, well-mixed
suspension, nucleation of crystals of infinitesimal size and mixed product removal, a
dynamic model for the crystallizer can be derived from a population balance for the
particle phase and a mass balance for the solute concentration and has the following
mathematical form [32, 39]:

∂n(r, t)
∂ t

= −∂ (R(t)n(r, t))
∂ r

− n(r, t)
τ

+ δ (r−0)Q(t),

dc(t)
dt

=
(c0 −ρ)

ε(t)τ
+

(ρ − c(t))
τ

+
(ρ − c(t))

ε(t)
dε(t)

dt
, (2.1)
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2 Feedback Control of Particle Size Distribution... 9

where n(r, t)dr is the number of crystals in the size range of [r,r+dr] at time t per
unit volume of suspension, τ is the residence time, ρ is the density of the crystal,
c(t) is the solute concentration in the crystallizer, c0 is the solute concentration in
the feed, and

ε(t) = 1−
∫ ∞

0
n(r, t)

4
3

πr3dr

is the volume of liquid per unit volume of suspension. R(t) is the crystal growth
rate, δ (r−0) is the standard Dirac function, and Q(t) is the crystal nucleation rate.
The term δ (r−0)Q(t) accounts for the production of crystals of infinitesimal (zero)
size via nucleation. An example of expressions of R(t) and Q(t) is the following:

R(t) = k1(c(t)− cs), Q(t) = ε(t)k2e
− k3

(c(t)/cs−1)2 , (2.2)

where k1, k2, and k3 are constants and cs is the concentration of solute at saturation.
For a variety of operating conditions (see [6] for model parameters and detailed
studies), the continuous crystallizer model of (2.1) exhibits highly oscillatory
behavior (the main reason for this behavior is that the nucleation rate is much
more sensitive to supersaturation relative to the growth rate – i.e., compare the
dependence of R(t) and Q(t) on the values of c(t) and cs), which suggests the use
of feedback control to ensure stable operation and attain a crystal size distribution
(CSD) with desired characteristics. To achieve this control objective, the inlet solute
concentration can be used as the manipulated input and the crystal concentration as
the controlled and measured output.

2.1.2 Batch Protein Crystallization

Batch crystallization plays an important role in the pharmaceutical industry. We
consider a batch crystallizer, which is used to produce tetragonal HEW (hen-
egg-white) lysozyme crystals from a supersaturated solution [62]. A schematic of
the batch crystallizer is shown in Fig. 2.2. Applying population, mass and energy
balances to the process, the following mathematical model is obtained:

∂n(r, t)
∂ t

+G(t)
∂n(r, t)

∂ r
= 0, n(0, t) =

B(t)
G(t)

,

dC(t)
dt

=−24ρkvG(t)μ2(t),

dT (t)
dt

=− UA
MCp

(T (t)−Tj(t)), (2.3)
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10 M. Li and P.D. Christofides

Fig. 2.2 Schematic
of a batch cooling crystallizer

Solute (at t < 0)

Crystals

Water inWater out

where n(r, t) is the CSD, B(t) is the nucleation rate, G(t) is the growth rate, C(t)
is the solute concentration, T (t) is the crystallizer temperature, Tj(t) is the jacket
temperature, ρ is the density of crystals, kv is the volumetric shape factor, U is
the overall heat-transfer coefficient, A is the total heat-transfer surface area, M is
the mass of solvent in the crystallizer, Cp is the heat capacity of the solution, and

μ2(t) =
∫ ∞

0
r2n(r, t)dr is the second moment of the CSD. The nucleation rate, B(t),

and the growth rate, G(t), are given by [62]:

B(t) = kaC(t)exp

(
− kb

σ2(t)

)
, G(t) = kgσg(t), (2.4)

where σ(t), the supersaturation, is a dimensionless variable and is defined as σ(t) =
ln(C(t)/Cs(T (t))), C(t) is the solute concentration, g is the exponent relating growth
rate to the supersaturation, and Cs(T ) is the saturation concentration of the solute,
which is a nonlinear function of the temperature of the form:

Cs(T ) = 1.0036× 10−3T 3 + 1.4059× 10−2T 2 −0.12835T +3.4613. (2.5)

The existing experimental results [68] show that the growth condition of tetragonal
HEW lysozyme crystal is significantly affected by the supersaturation. Low super-
saturation will lead to the cessation of the crystal growth. On the other hand, rather
than forming tetragonal crystals, large amount of needle crystals will form when the
supersaturation is too high. Therefore, a proper range of supersaturation is necessary
to guarantee the product’s quality. The jacket temperature, Tj, is manipulated to
achieve the desired crystal shape and size distribution.
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2.1.3 Aerosol Synthesis

Aerosol processes are increasingly being used for the large-scale production of
nano- and micron-sized particles. A typical aerosol flow reactor for the synthesis
of titania aerosol with simultaneous chemical reaction, nucleation, condensation,
coagulation, and convective transport is shown in Fig. 2.3. A general mathematical
model, which describes the spatiotemporal evolution of the particle size distribution
in such aerosol processes can be obtained from a population balance and consists of
the following nonlinear partial integro-differential equation [33, 34]:

∂n(v,z, t)
∂ t

+ vz
∂n(v,z, t)

∂ z
+

∂ (G(x̄,v,z)n(v,z, t))
∂v

− I(v∗)δ (v− v∗)

=
1
2

∫ v

0
β (v− v̄, v̄, x̄)n(v− v̄, t)n(v̄,z, t)dv̄− n(v,z, t)

∫ ∞

0
β (v, v̄, x̄)n(v̄,z, t)dv̄, (2.6)

where n(v,z, t) denotes the particle size distribution function, v is the particle
volume, t is the time, z ∈ [0,L] is the spatial coordinate, L is the length scale
of the process, v∗ is the size of the nucleated aerosol particles, vz is the velocity
of the fluid, x̄ is the vector of the state variables of the continuous phase,
G(·, ·, ·), I(·),β (·, ·, ·) are nonlinear scalar functions which represent the growth,
nucleation, and coagulation rates and δ (·) is the standard Dirac function. The model
of (2.6) is coupled with a mathematical model, which describes the spatiotemporal
evolution of the concentrations of species and temperature of the gas phase (x̄) that
can be obtained from mass and energy balances. The control problem is to regulate
process variables such as inlet flow rates and wall temperature to produce aerosol
products with desired size distribution characteristics.

The mathematical models of (2.1), (2.3) and (2.6) demonstrate that particulate
process models are nonlinear and distributed parameter in nature. These properties
have motivated extensive research on the development of efficient numerical
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12 M. Li and P.D. Christofides

methods for the accurate computation of their solution (see, for example, [12, 23,
25, 38, 48, 54, 63]). However, in spite of the rich literature on population balance
modeling, numerical solution, and dynamical analysis of particulate processes, up
to about ten years ago, research on model-based control of particulate processes
had been very limited. Specifically, early research efforts had mainly focused on
the understanding of fundamental control-theoretic properties (controllability and
observability) of population balance models [58] and the application of conventional
control schemes (such as proportional-integral and proportional-integral-derivative
control, self-tuning control) to crystallizers and emulsion polymerization processes
(see, for example, [13, 57, 59] and the references therein). The main difficulty in
synthesizing nonlinear model-based feedback controllers for particulate processes
is the distributed parameter nature of the population balance models, which does
not allow their direct use for the synthesis of low-order (and therefore, practically
implementable) model-based feedback controllers. Furthermore, a direct application
of the aforementioned solution methods to particulate process models leads to
finite dimensional approximations of the population balance models (i.e., nonlinear
ordinary differential equation (ODE) systems in time) which are of very high order,
and thus inappropriate for the synthesis of model-based feedback controllers that
can be implemented in realtime. This limitation had been the bottleneck for model-
based synthesis and real-time implementation of model-based feedback controllers
on particulate processes.

2.2 Model-Based Control of Particulate Processes

2.2.1 Overview

Motivated by the lack of population balance-based control methods for particulate
processes and the need to achieve tight size distribution control in many particulate
processes, we developed, over the last ten years, a general framework for the
synthesis of nonlinear, robust, and predictive controllers for particulate processes
based on population balance models [6–9, 16, 33, 35, 60, 62]. Specifically, within
the developed framework, nonlinear low-order approximations of the particulate
process models are initially derived using order reduction techniques and are used
for controller synthesis. Subsequently, the infinite-dimensional closed-loop system
stability, performance and robustness properties were precisely characterized in
terms of the accuracy of the approximation of the low-order models. Furthermore,
controller designs were proposed that deal directly with the key practical issues
of uncertainty in model parameters, unmodeled actuator/sensor dynamics and
constraints in the capacity of control actuators and the magnitude of the process
state variables. It is also important to note that owing to the low-dimensional
structure of the controllers, the computation of the control action involves the
solution of a small set of ODEs, and thus, the developed controllers can be readily
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Fig. 2.4 Summary of our research on model-based control of particulate processes

implemented in realtime with reasonable computing power, thereby resolving the
main issue on model-based control of particulate processes. In addition to theoretical
developments, we also successfully demonstrated the application of the proposed
methods to size distribution control in continuous and batch crystallization, aerosol,
and thermal spray processes and documented their effectiveness and advantages
with respect to conventional control methods. Figure 2.4 summarizes these efforts.
The reader may refer to [4, 12, 15] for recent reviews of results on simulation and
control of particulate processes.

2.2.2 Particulate Process Model

To present the main elements of our approach to model-based control of particulate
processes, we focus on a general class of spatially homogeneous particulate pro-
cesses with simultaneous particle growth, nucleation, agglomeration, and breakage.
Examples of such processes have been introduced in the previous section. Assuming
that particle size is the only internal particle coordinate and applying a dynamic
material balance on the number of particles of size r to r+dr (population balance),
we obtain the following general nonlinear partial integro-differential equation,
which describes the rate of change of the PSD, n(r, t):

∂n
∂ t

= −∂ (G(x,r)n)
∂ r

+w(n,x,r), (2.7)

where n(r, t) is the particle number size distribution, r ∈ [0,rmax] is the particle size,
and rmax is the maximum particle size (which may be infinity), t is the time and
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14 M. Li and P.D. Christofides

x ∈ IRn is the vector of state variables, which describe properties of the continuous
phase (for example, solute concentration, temperature, and pH in a crystallizer);
see (2.8) for the system that describes the dynamics of x. G(x,r) and w(n,x,r) are
nonlinear scalar functions whose physical meaning can be explained as follows:
G(x,r) accounts for particle growth through condensation and is usually referred
to as growth rate. It usually depends on the concentrations of the various species
present in the continuous phase, the temperature of the process, and the particle size.
On the other hand, w(n,x,r) represents the net rate of introduction of new particles
into the system. It includes all the means by which particles appear or disappear
within the system including particle agglomeration (merging of two particles into
one), breakage (division of one particle to two) as well as nucleation of particles of
size r ≥ 0 and particle feed and removal. The rate of change of the continuous-phase
variables x can be derived by a direct application of mass and energy balances to the
continuous phase and is given by a nonlinear integro-differential equation system of
the general form:

ẋ = f (x)+ g(x)u(t)+A
∫ rmax

0
a(n,r,x)dr, (2.8)

where f (x) and a(n,r,x) are nonlinear vector functions, g(x) is a nonlinear matrix
function, A is a constant matrix and u(t) = [u1 u2 · · · um] ∈ IRm is the vector of

manipulated inputs. The term A
∫ rmax

0
a(n,r,x)dr accounts for mass and heat transfer

from the continuous phase to all the particles in the population (see [8] for details).

2.2.3 Model Reduction of Particulate Process Models

While the population balance models are infinite dimensional systems, the dominant
dynamic behavior of many particulate process models has been shown to be low
dimensional. Manifestations of this fundamental property include the occurrence
of oscillatory behavior in continuous crystallizers [32] and the ability to capture the
long-term behavior of aerosol systems with self-similar solutions [23]. Motivated by
this, we introduced a general methodology for deriving low-order ODE systems that
accurately reproduce the dominant dynamics of the nonlinear integro-differential
equation system of (2.7) and (2.8) [6]. The proposed model reduction methodology
exploits the low-dimensional behavior of the dominant dynamics of the system of
(2.7) and (2.8) and is based on a combination of the method of weighted residuals
with the concept of approximate inertial manifolds.

Specifically, the proposed approach initially employs the method of weighted
residuals (see [54] for a comprehensive review of results on the use of this
method for solving population balance equations) to construct a nonlinear, possibly
high-order, ODE system that accurately reproduces the solutions and dynamics of
the distributed parameter system of (2.7) and (2.8). We first consider an orthogonal
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2 Feedback Control of Particle Size Distribution... 15

set of basis functions φk(r), where r ∈ [0,rmax), k = 1, . . . ,∞, and expand the particle
size distribution function n(r, t) in an infinite series in terms of φk(r) as follows:

n(r, t) =
∞

∑
k=1

ak(t)φk(r), (2.9)

where ak(t) are time-varying coefficients. In order to approximate the system of
(2.7) and (2.8) with a finite set of ODEs, we obtain a set of N equations by
substituting (2.9) into (2.7) and (2.8), multiplying the population balance with N
different weighting functions ψν(r) (that is, ν = 1, . . . ,N), and integrating over the
entire particle size spectrum. In order to obtain a finite dimensional model, the series
expansion of n(r, t) is truncated up to order N. The infinite dimensional system of
(2.7) reduces to the following finite set of ODEs:

∫ rmax

0
ψν (r)

N

∑
k=1

φk(r)
∂akN(t)

∂ t
dr =

N

∑
k=1

akN(t)
∫ rmax

0
ψν (r)

∂ (G(xN ,r)φk(r))
∂ r

dr,

+

∫ rmax

0
ψν(r)w

( N

∑
k=1

akN(t)φk(r),xN ,r

)
dr, ν = 1, . . . ,N

ẋN = f (xN)+ g(xN)u(t)+A
∫ rmax

0
a

( N

∑
k=1

akN(t)φk(r),r,xN

)
dr, (2.10)

where xN and akN are the approximations of x and ak obtained by an N-th order
truncation. From (2.10), it is clear that the form of the ODEs that describe the rate
of change of akN(t) depends on the choice of the basis and weighting functions,
as well as on N. The system of (2.10) was obtained from a direct application of
the method of weighted residuals (with arbitrary basis functions) to the system
of (2.7) and (2.8), and thus, may be of very high order in order to provide an
accurate description of the dominant dynamics of the particulate process model.
High-dimensionality of the system of (2.10) leads to complex controller design
and high-order controllers, which cannot be readily implemented in practice.
To circumvent these problems, we exploited the low-dimensional behavior of the
dominant dynamics of particulate processes and proposed an approach based on
the concept of inertial manifolds to derive low-order ODE systems that accurately
describe the dominant dynamics of the system of (2.10) [6]. This order reduction
technique initially employs singular perturbation techniques to construct nonlinear
approximations of the modes neglected in the derivation of the finite dimensional
model of (2.10) (i.e., modes of order N+1 and higher) in terms of the first N modes.
Subsequently, these steady-state expressions for the modes of order N+1 and higher
(truncated up to appropriate order) are used in the model of (2.10) (instead of setting
them to zero) and significantly improve the accuracy of the model of (2.10) without
increasing its dimension; details on this procedure can be found in [6].

It is important to note that the method of weighted residuals reduces to the
method of moments when the basis functions are chosen to be Laguerre polynomials
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16 M. Li and P.D. Christofides

and the weighting functions are chosen as ψν = rν . The moments of the particle size
distribution are defined as:

μν =

∫ ∞

0
rνn(r, t)dr, ν = 0, . . . ,∞ (2.11)

and the moment equations can be directly generated from the population balance
model by multiplying it by rν , ν = 0, . . . ,∞ and integrating from 0 to ∞. The
procedure of forming moments of the population balance equation very often leads
to terms that may not reduce to moments, terms that include fractional moments, or
to an unclosed set of moment equations. To overcome this problem, the particle size
distribution may be expanded in terms of Laguerre polynomials defined in L2[0,∞)
and the series solution using a finite number of terms may be used to close the
set of moment equations (this procedure has been successfully used for models of
crystallizers with fine traps used to remove small crystals [7]).

2.2.4 Model-Based Control Using Low-Order Models

2.2.4.1 Nonlinear Control

Low-order models can be constructed using the techniques described in the previous
section. We describe an application to the continuous crystallization process of
Sect. 2.1.1. First, the method of moments is used to derive the following infinite-
order dimensionless system from (2.1) for the continuous crystallization process:

dx̃0

dt
= −x̃0 +(1− x̃3)Dae−F/ỹ2

,

dx̃1

dt
= −x̃1 + ỹx̃0,

dx̃2

dt
= −x̃2 + ỹx̃1,

dx̃3

dt
= −x̃3 + ỹx̃2,

dx̃ν
dt

= −x̃ν + ỹx̃ν−1, ν = 4,5,6 . . . ,

dỹ
dt

=
1− ỹ− (α − ỹ)ỹx̃2

1− x̃3
, (2.12)

where x̃i and ỹ are the dimensionless i-th moment and solute concentration,
respectively, and Da and F are dimensionless parameters [6]. On the basis of the
system of (2.12), it is clear that the moments of order four and higher do not affect
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2 Feedback Control of Particle Size Distribution... 17

those of order three and lower, and moreover, the state of the infinite dimensional
system:

dx̃ν
dt

= −x̃ν + ỹx̃ν−1, ν = 4, . . . , (2.13)

is bounded when x3 and y are bounded, and it converges to a globally exponentially
stable equilibrium point when lim

t→∞
x3 = c1 and lim

t→∞
ỹ = c2, where c1 and c2 are

constants. This implies that the dominant dynamics (that is, dynamics associated
with eigenvalues that are close to the imaginary axis) of the process of (2.1) can be
adequately captured by the following fifth-order moment model:

dx̃0

dt
= −x̃0 +(1− x̃3)Dae−F/ỹ2

,

dx̃1

dt
= −x̃1 + ỹx̃0,

dx̃2

dt
= −x̃2 + ỹx̃1,

dx̃3

dt
= −x̃3 + ỹx̃2,

dỹ
dt

=
1− ỹ− (α − ỹ)ỹx̃2

1− x̃3
. (2.14)

The ability of the above fifth-order moment model to reproduce the dynamics,
and to some extent the solutions, of the distributed parameter model of (2.1) is
shown in Fig. 2.5, where the profiles of the total particle concentration generated by
the two models are compared (both models start from the same initial conditions).
Even though the discrepancy of the total particle concentration profiles predicted by
the two models increases with time (this is expected due to the open-loop instability
of the process), it is clear that the fifth-order moment model of (2.14) provides
a very good approximation of the distributed parameter model of (2.1), thereby
establishing that the dominant dynamics of the system of (2.1) are low dimensional
and motivating the use of the moment model for nonlinear controller design.

For the batch crystallization process, the following low-order model can be
derived from (2.3) using the method of moments:

dμ0

dt
=

(
1− 4

3
πμ3

)
k2e

− k3
(c/cs−1)2 e−

Eb
RT ,

dμ1

dt
= k1(c− cs)e−

Eg
RT μ0,

dμ2

dt
= 2k1(c− cs)e

− Eg
RT μ1,
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Fig. 2.5 Comparison of open-loop profiles of (a) crystal concentration, (b) total crystal size, and
(c) solute concentration obtained from the distributed parameter model and the moment model
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dμ3

dt
= 3k1(c− cs)e−

Eg
RT μ2,

dc
dt

=
−4π(c− cs)μ2(ρ − c)(

1− 4
3 πμ3

) ,

dT
dt

= −ρcΔHc

ρCp
4πk1(c− cs)e−

Eg
RT μ2 − UAc

ρCpV
(T −Tc), (2.15)

where Eg and Eb denote the activation energies for growth and nucleation,
respectively. The objective is to control the interplay between the particle nucleation
and growth rates such that a CSD with a larger average particle size is obtained at
the end of the batch run by manipulating the cooling water temperature.

Based on the low-order models, nonlinear finite-dimensional state and output
feedback controllers have been synthesized that guarantee stability and enforce
output tracking in the closed-loop finite dimensional system. It has also been
established that these controllers exponentially stabilize the closed-loop particulate
process model. The output feedback controller is constructed through a standard
combination of the state feedback controller with a state observer. Specifically, in
the case of the continuous crystallization example, the nonlinear output feedback
controller has the following form:

dω0

dt
= −ω0 +(1−ω3)Dae−F/ω2

4 +L0(h̃(x̃)− h̃(ω)),

dω1

dt
= −ω1 +ω4ω0 +L1(h̃(x̃)− h̃(ω)),

dω2

dt
= −ω2 +ω4ω1 +L2(h̃(x̃)− h̃(ω)),

dω3

dt
= −ω3 +ω4ω2 +L3(h̃(x̃)− h̃(ω)),

dω4

dt
=

1−ω4− (α −ω4)ω4ω2

1−ω3
+L4(h̃(x̃)− h̃(ω))

+
[β2Lg̃L f̃ h̃(ω)]−1

{
v−β0h̃(ω)−β1L f̃ h̃(ω)−β2L2

f̃
h̃(ω)

}

1−ω3
,

ū(t) = [β2Lg̃L f̃ h̃(ω)]−1
{

v−β0h̃(ω)−β1L f̃ h̃(ω)−β2L2
f̃ h̃(ω)

}
, (2.16)

where v is the set-point, β0, β1, β2 and L = [L0 L1 L2 L3 L4]
T are controller

parameters and h̃(ω) = ω0 or h̃(ω) = ω1.
The nonlinear controller of (2.16) was also combined with a PI controller (that

is, the term v−β0h̃(ω) was substituted by v−β0h̃(x̃)+
1
τ ′i

ξ , where ξ̇ = v− h̃(x̃),

ξ (0)= 0 and τ ′i is the integral time constant) to ensure offsetless tracking in the pres-
ence of constant uncertainty in process parameters. The practical implementation of
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20 M. Li and P.D. Christofides

the nonlinear controller of (2.16) requires online measurements of the controlled
outputs x̃0 or x̃1; in practice, such measurements can be obtained by using, for
example, light scattering [3, 55]. In (2.16), the feedback controller is synthesized
via geometric control methods and the state observer is an extended Luenberger-
type observer [6].

Several simulations have been performed in the context of the continuous crys-
tallizer process model presented before to evaluate the performance and robustness
properties of the nonlinear controllers designed based on the reduced order models,
and to compare them with the ones of a PI controller. In all the simulation runs, the
initial condition:

n(r,0) = 0.0, c(0) = 990.0 kg/m3

was used for the process model of (2.1) and (2.2) and the finite difference method
with 1,000 discretization points was used for its simulation. The crystal concentra-
tion, x̃0, was considered to be the controlled output and the inlet solute concentration
was chosen to be the manipulated input. Initially, the set-point tracking capability of
the nonlinear controller was evaluated under nominal conditions for a 0.5 increase
in the value of the set-point.

Figure 2.6 shows the closed-loop output (left plot) and manipulated input (right
plot) profiles obtained by using the nonlinear controller (solid lines). For the sake of
comparison, the corresponding profiles under proportional-integral (PI) control are
also included (dashed lines); the PI controller was tuned so that the closed-loop
output response exhibits the same level of overshoot to the one of the closed-
loop output under non-linear control. Clearly, the nonlinear controller drives the
controlled output to its new set-point value in a significantly shorter time than the
one required by the PI controller, while both controlled outputs exhibit very similar
overshoot. For the same simulation run, the evolution of the closed-loop profile and
the final steady-state profile of the CSD are shown in Fig. 2.7. An exponentially
decaying CSD is obtained at the steady state. The reader may refer to [6] for
extensive simulation results.

2.2.4.2 Hybrid Predictive Control

In addition to handling nonlinear behavior, an important control problem is to
stabilize the crystallizer at an unstable steady-state (which corresponds to a desired
PSD) using constrained control action. Currently, the achievement of high perfor-
mance, under control and state constraints, relies to a large extent on the use of
model predictive control (MPC) policies. In this approach, a model of the process
is used to make predictions of the future process evolution and compute control
actions, through repeated solution of constrained optimization problems, which
ensure that the process state variables satisfy the imposed limitations. However,
the ability of the available model predictive controllers to guarantee closed-loop
stability and enforce constraint satisfaction is dependent on the assumption of
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Fig. 2.6 (a) Closed-loop output and (b) manipulated input profiles under nonlinear and PI control,
for a 0.5 increase in the set-point (x̃0 is the controlled output) [6]

feasibility (i.e., existence of a solution) of the constrained optimization problem.
This limitation strongly impacts the practical implementation of the MPC policies
and limits the a priori (i.e., before controller implementation) characterization
of the set of initial conditions starting from where the constrained optimization
problem is feasible and closed-loop stability is guaranteed. This problem typically
results in the need for extensive closed-loop simulations and software verification
(before online implementation) to search over the whole set of possible initial
operating conditions that guarantee stability. This in turn can lead to prolonged
periods for plant commissioning. Alternatively, the lack of a priori knowledge of
the stabilizing initial conditions may necessitate limiting process operation within a
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Fig. 2.7 Profile of evolution of crystal size distribution (top) and final steady-state crystal size
distribution (bottom) under nonlinear control (x̃0 is the controlled output) [6]

small conservative neighborhood of the desired set-point in order to avoid extensive
testing and simulations. Given the tight product quality specifications, however,
both of these two remedies can impact negatively on the efficiency and profitability
of the process by limiting its operational flexibility. Lyapunov-based analytical
control designs allow for an explicit characterization of the constrained stability
region [17, 18, 47]; however, their closed-loop performance properties cannot be
transparently characterized.

To overcome these difficulties, we recently developed [20] a hybrid predictive
control structure that provides a safety net for the implementation of predictive
control algorithms. The central idea is to embed the implementation of MPC within
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the stability region of a bounded controller and devise a set of switching rules
that orchestrate the transition from MPC to the bounded controller in the event
that MPC is unable to achieve closed-loop stability (e.g., due to inappropriate
choice of the horizon length, infeasibility, or computational difficulties). Switching
between the two controllers allows reconciling the tasks of optimal stabilization of
the constrained closed-loop system (through MPC) with that of computing a priori
the set of initial conditions for which closed-loop stability is guaranteed (through
Lyapunov-based [17, 18] bounded nonlinear control).

We demonstrated the application of the hybrid predictive control strategy to the
continuous crystallizer of (2.1) and (2.2). The control objective was to suppress the
oscillatory behavior of the crystallizer and stabilize it at an unstable steady state that
corresponds to a desired PSD by manipulating the inlet solute concentration. To
achieve this objective, measurements or estimates of the first four moments and of
the solute concentration are assumed to be available. Subsequently, the proposed
methodology was employed for the design of the controllers using a low-order
model constructed by using the method of moments. We compared the hybrid
predictive control scheme, with an MPC controller designed with a set of stabilizing
constraints and a Lyapunov-based nonlinear controller.

In the first set of simulation runs, we tested the ability of the MPC controller with
the stability constraints to stabilize the crystallizer starting from the initial condition
x(0) = [0.066 0.041 0.025 0.015 0.560]′, corresponding to the dimensionless
moments of the CSD as well as the dimensionless concentration of the solute in the
crystallizer [60]. The result is shown by the solid lines in Fig. 2.8a–e where it is seen
that the predictive controller, with a horizon length of T = 0.25, is able to stabilize
the closed-loop system at the desired equilibrium point. Starting from the initial
condition x(0) = [0.033 0.020 0.013 0.0075 0.570]′, however, the MPC controller
with the stability constraints yields no feasible solution. If the stability constraints
are relaxed to make the MPC feasible, we see from the dashed lines in Fig. 2.8a–e
that the resulting control action cannot stabilize the closed-loop system, and leads
to a stable limit cycle. On the other hand, the bounded controller is able to stabilize
the system from both initial conditions (this was guaranteed because both initial
conditions lied inside the stability region of the controller). The state trajectory
starting from x(0) = [0.033 0.020 0.013 0.0075 0.570]′ is shown in Fig. 2.8a–e with
the dotted profile. This trajectory, although stable, presents slow convergence to the
equilibrium as well as a damped oscillatory behavior that the MPC does not show
when it is able to stabilize the system.

When the hybrid predictive controller is implemented from the initial condition
x(0) = [0.033 0.020 0.013 0.0075 0.570]′, the supervisor detects initial infeasibility
of MPC and implements the bounded controller in the closed loop. As the closed-
loop states evolve under the bounded controller and get closer to the desired
steady state, the supervisor finds (at t = 5.8 h) that the MPC becomes feasible and,
therefore, implements it for all future times. Note that despite the “jump” in the
control action profile as we switch from the bounded controller to MPC at t =
5.8 h, (see the difference between dotted and dash-dotted profiles in Fig. 2.8f), the
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Fig. 2.8 Continuous crystallizer example: closed-loop profiles of the dimensionless crystallizer
moments (a–d), the solute concentration in the crystallizer (e) and the manipulated input (f) under
MPC with stability constraints (solid lines), under MPC without stability constraints (dashed lines),
under the bounded controller (dotted lines), and using the hybrid predictive controller (dash-dotted
lines) [60]. Note the different initial states

moments of the PSD in the crystallizer continue to evolve smoothly (dash-dotted
lines in Fig. 2.8a–e). The supervisor finds that MPC continues to be feasible and
is implemented in closed-loop to stabilize the closed-loop system at the desired
steady state. Compared with the simulation results under the bounded controller, the
hybrid predictive controller (dash-dotted lines) stabilizes the system much faster,
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and achieves a better performance, reflected in a lower value of the performance
index (0.1282 vs 0.1308). The manipulated input profiles for the three scenarios are
shown in Fig. 2.8f.

2.2.4.3 Predictive Control of Size Distribution in a Batch Protein Crystallizer

In batch crystallization, the main objective is to achieve a desired particle size
distribution at the end of the batch and to satisfy state and control constraints during
the whole batch run. Significant previous work has focused on CSD control in batch
crystallizers, e.g., [55,70]. In [52], a method was developed for assessing parameter
uncertainty and studied its effects on the open-loop optimal control strategy, which
maximized the weight mean size of the product. To improve the product quality
expressed in terms of the mean size and the width of the distribution, an online
optimal control methodology was developed for a seeded batch cooling crystallizer
[72]. In these previous works, most efforts were focused on the open-loop optimal
control of the batch crystallizer, i.e., the optimal operating condition was calculated
offline based on mathematical models. The successful application of such a control
strategy relies, to a large extent, on the accuracy of the models. Furthermore, an
open-loop control strategy may not be able to manipulate the system to follow the
optimal trajectory because of the ubiquitous existence of modeling error. Motivated
by this, we developed a predictive feedback control system to maximize the volume-
averaged tetragonal lysozyme crystal size (i.e., μ4/μ3 where μ3,μ4 are the third and
fourth moments of the CSD; see (2.11)) by manipulating the jacket temperature,
Tj [60]. The principle moments are calculated from the online measured CSD, n,
which can be obtained by measurement techniques such as the laser light scattering
method. The concentration and crystallizer temperature are also assumed to be
measured in real time. In the closed-loop control structure, a reduced-order moments
model was used within the predictive controller for the purpose of prediction. The
main idea is to use this model to obtain a prediction of the state of the process at the
end of the batch operation, tf, from the current measurement at time t. Using this
prediction, a cost function that depends on this value is minimized subject to a set
of operating constraints. Manipulation input limitations and constraints on supersat-
uration and crystallizer temperature are incorporated as input and state constraints
on the optimization problem. The optimization algorithm computes the profile of
the manipulated input Tj from the current time until the end of the batch operation
interval, then the current value of the computed input is implemented on the process,
and the optimization problem is resolved and the input is updated each time a
new measurement is available (receding horizon control strategy). The optimization
problem that is solved at each sampling instant takes the following form:

min
Tj

−μ4(tf)
μ3(tf)

such that
dμ0

dt
= kaC exp

(
− kb

σ2

)
,
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dμi

dt
= ikgσgμi−1(t), i = 1, ...,4,

dC
dt

=−24ρkvkgσgμ2(t),

dT
dt

=− UA
MCp

(T −Tj),

Tmin ≤ T ≤ Tmax,

Tj min ≤ Tj ≤ Tj max,

σmin ≤ σ ≤ σmax,∥∥∥∥dCs

dt

∥∥∥∥≤ k1, (2.17)

n(0, t)≤ nfine,∀ t ≥ tf/2, (2.18)

where Tmin and Tmax are the constraints on the crystallizer temperature, T , and are
specified as 4◦C and 22◦C, respectively. Tj min and Tj max are the constraints on
the manipulated variable, Tj, and are specified as 3◦C and 22◦C, respectively. The
constraints on the supersaturation σ are σmin = 1.73 and σmax = 2.89. The constant,
k1, (chosen to be 0.065mg/ml·min) specifies the maximum rate of change of the
saturation concentration Cs. nfine is the largest allowable number of nuclei at any
time instant during the second half of the batch run, and is set to 5/μ m/ml. In
the simulation, the sampling time is 5 min, while the batch process time tf is 24 h.
The optimization problem is solved using sequential quadratic programming (SQP).
A second-order accurate finite difference scheme with 3,000 discretization points
is used to obtain the solution of the population balance model of (2.3). Referring
to the predictive control formulation of (2.17) and (2.18), it is important to note
that previous work has shown that the objective of maximizing the volume-
averaged crystal size can result in a large number of fines (crystals whose size
is very small compared to the mean crystal size) in the final product [49].
To enhance the ability of the predictive control strategy to maximize the perfor-
mance objective while avoiding the formation of a large number of fines in the final
product, the predictive controller of (2.17) and (2.18) includes a constraint (2.18)
on the number of fines present in the final product. Specifically, the constraint of
(2.18), by restricting the number of nuclei formed at any time instant during the
second half of the batch run limits the fines in the final product. Note that predictive
control without a constraint on fines can result in a product with a large number
of fines (see Fig. 2.9a), which is undesirable. The implementation of the predictive
controller with the constraint of (2.18), designed to reduce the fines in the product,
results in a product with much less fines while still maximizing the volume-averaged
crystal size (see Fig. 2.9b). The reader may refer to [60,62] for further results on the
performance of the predictive controller and comparisons with the performance of
two other open-loop control strategies, Constant Temperature Control (CTC) and
Constant Supersaturation Control (CSC).
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Fig. 2.9 Evolution of particle size distribution under (a) predictive control without a constraint on
fines, and (b) predictive control with a constraint on fines [62]

2.2.4.4 Fault-Tolerant Control of Particulate Processes

Compared with the significant and growing body of research work on feedback
control of particulate processes, the problem of designing fault-tolerant control
systems for particulate processes has not received much attention. This is an
important problem given the vulnerability of automatic control systems to faults
(e.g., malfunctions in the control actuators, measurement sensors, or process
equipment), and the detrimental effects that such faults can have on the process
operating efficiency and product quality. Given that particulate processes play a
key role in a wide range of industries (e.g., chemical, food, and pharmaceutical)
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where the ability to consistently meet stringent product specifications is critical to
the product utility, it is imperative that systematic methods for the timely diagnosis
and handling of faults be developed to minimize production losses that could result
from operational failures. Motivated by these considerations, recent research efforts
have started to tackle this problem by bringing together tools from model-based
control, infinite-dimensional systems, fault diagnosis, and hybrid systems theory.
For particulate processes modeled by population balance equations with control
constraints, actuator faults, and a limited number of process measurements, a fault-
tolerant control architecture that integrates model-based fault detection, feedback
and supervisory control has recently been developed in [19]. The architecture,
which is based on reduced-order models that capture the dominant dynamics of
the particulate process, consists of a family of control configurations, together with
a fault detection filter and a supervisor. For each configuration, a stabilizing output
feedback controller with well-characterized stability properties is designed through
a combination of a state feedback controller and a state observer that uses the
available measurements of the principal moments of the PSD and the continuous-
phase variables to provide appropriate state estimates. A fault detection filter that
simulates the behavior of the fault-free, reduced-order model is then designed, and
its discrepancy from the behavior of the actual process state estimates is used as a
residual for fault detection. Finally, a switching law based on the stability regions of
the constituent control configurations is derived to reconfigure the control system in
a way that preserves closed-loop stability in the event of fault detection. Appropriate
fault detection thresholds and control reconfiguration criteria that account for model
reduction and state estimation errors were derived for the implementation of the
control architecture on the particulate process. The methodology was successfully
applied to a continuous crystallizer example using computer simulations where the
control objective was to stabilize an unstable steady state and achieve a desired CSD
in the presence of constraints and actuator faults.

In addition to the synthesis of actuator fault-tolerant control systems for par-
ticulate processes, recent research efforts have also investigated the problem of
preserving closed-loop stability and performance of particulate processes in the
presence of sensor data losses [24]. Typical sources of sensor data losses include
measurement sampling losses, intermittent failures associated with measurement
techniques, as well as data packet losses over transmission lines. In this work,
two representative particulate process examples – a continuous crystallizer and a
batch protein crystallizer – were considered. In both examples, feedback control
systems were first designed on the basis of low-order models and applied to
the population balance models to enforce closed-loop stability and constraint
satisfaction. Subsequently, the robustness of the control systems in the presence
of sensor data losses was investigated using a stochastic formulation developed
in [51] that models sensor failures as a random Poisson process. In the case of
the continuous crystallizer, a Lyapunov-based nonlinear output feedback controller
was designed and shown to stabilize an open-loop unstable steady state of the
population balance model in the presence of input constraints. Analysis of the
closed-loop system under sensor malfunctions showed that the controller is robust
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with respect to significant sensor data losses, but cannot maintain closed-loop
stability when the rate of data losses exceeds a certain threshold. In the case of
the batch crystallizer, a predictive controller was designed to obtain a desired CSD
at the end of the batch while satisfying state and input constraints. Simulation results
showed how constraint modification in the predictive controller formulation can
assist in achieving constraint satisfaction under sensor data losses.

2.2.4.5 Nonlinear Control of Aerosol Reactors

The crystallization process examples discussed in the previous section share the
common characteristic of having two independent variables (time and particle
size). In such a case, order reduction, for example with the method of moments,
leads to a set of ODEs in time as a reduced-order model. This is not the case,
however, when three or more independent variables (time, particle size, and space)
are used in the process model. An example of such a process is the aerosol flow
reactor presented in the Introduction section. The complexity of the partial integro-
differential equation model of (2.6) does not allow its direct use for the synthesis of
a practically implementable nonlinear model-based feedback controller for spatially
inhomogeneous aerosol processes. Therefore, we developed [33–35] a model-based
controller design method for spatially inhomogeneous aerosol processes, which is
based on the experimental observation that many aerosol size distributions can be
adequately approximated by lognormal functions. The proposed control method can
be summarized as follows:

1. Initially, the aerosol size distribution is assumed to be described by a lognormal
function and the method of moments is applied to the aerosol population balance
model of (2.6) to compute a hyperbolic partial differential equation (PDE)
system (where the independent variables are time and space) that describes the
spatiotemporal behavior of the three leading moments needed to exactly describe
the evolution of the lognormal aerosol size distribution.

2. Then nonlinear geometric control methods for hyperbolic PDEs [10] are applied
to the resulting system to synthesize nonlinear distributed output feedback
controllers that use process measurements at different locations along the length
of the process to adjust the manipulated input (typically, wall temperature), in
order to achieve an aerosol size distribution with desired characteristics (e.g.,
geometric average particle volume).

We carried out an application of this nonlinear control method to an aerosol
flow reactor, including nucleation, condensation, and coagulation, used to produce
NH4Cl particles [33] and a titania aerosol reactor [34]. Specifically, for an aerosol
flow reactor used to produce NH4Cl particles, the following chemical reaction takes
place NH3+HCl → NH4Cl where NH3, HCl are the reactant species and NH4Cl
is the monomer product species. Under the assumption of lognormal aerosol size
distribution, the mathematical model that describes the evolution of the first three
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moments of the distribution, together with the monomer (NH4Cl) and reactant
(NH3, HCl) concentrations and reactor temperature takes the form:

∂N
∂θ

= −vzl
∂N
∂ z̄

+ I′ − ξ N2,

∂V
∂θ

= −vzl
∂V
∂ z̄

+ I′k∗+η(S− 1)N,

∂V2

∂θ
= −vzl

∂V2

∂ z̄
+ I′k∗2 + 2ε(S−1)V +2ζV 2,

∂S
∂θ

= −vzl
∂S
∂ z̄

+CC̄1C̄2 − I′k∗ −η(S−1)N,

∂C̄1

∂θ
= −vzl

∂C̄1

∂ z̄
−A1C̄1C̄2,

∂C̄2

∂θ
= −vzl

∂C̄2

∂ z̄
−A2C̄1C̄2,

∂ T̄
∂θ

= −vzl
∂ T̄
∂ z̄

+BC̄1C̄2T̄ +ET̄ (T̄w − T̄ ), (2.19)

where θ is the dimensionless time, z̄ is the dimensionless length, vzl is the dimen-
sionless velocity, I′ is the dimensionless nucleation rate, S is the saturation ratio,
C̄1 and C̄2 are the dimensionless concentrations of NH3 and HCl, respectively, T̄ , T̄w

are the dimensionless reactor and wall temperatures, respectively, and A1,A2,B,C,E
are dimensionless quantities [33]. The controlled output is the geometric average
particle volume in the outlet of the reactor, and the manipulated input is the wall
temperature.

Figure 2.10 displays the steady-state profile of the dimensionless total particle
concentration, N, as a function of reactor length. As expected, N increases very
fast close to the inlet of the reactor (approximately, the first 3% of the reactor)
due to a nucleation burst, and then, it slowly decreases in the remaining part of
the reactor due to coagulation. Even though coagulation decreases the total number
of particles, it leads to the formation of bigger particles, and thus, it increases the
geometric average particle volume, vg. We formulate the control problem as the one
of controlling the geometric average particle volume in the outlet of the reactor,
vg(1,θ ), (vg(1,θ ) is directly related to the geometric average particle diameter,
and hence, it is a key product characteristic of industrial aerosol processes) by
manipulating the wall temperature, i.e.:

y(θ ) = C vg = vg(1,θ ), u(θ ) = T̄w(θ )− T̄ws, (2.20)

where C (·) =
∫ 1

0
δ (z̄−1)(·)dz and T̄ws = Tws/To = 1. Since coagulation is the main

mechanism that determines the size of the aerosol particles, we focus on controlling
the part of the reactor where coagulation occurs. Therefore, the wall temperature is
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Fig. 2.10 Steady-state profile of dimensionless particle concentration

assumed to be equal to its steady-state value in the first 3.5% of the reactor (where
nucleation mainly occurs), and it is adjusted by the controller in the remaining part
of the reactor (where coagulation takes place).

The model of (2.19) was used as the basis for the synthesis of a nonlinear con-
troller utilizing the above-mentioned control method. For this model, σ (geometric
standard deviation of particle number distribution) was found to be equal to 2 and the
necessary controller was synthesized using the nonlinear distributed state feedback
formula developed in [10] and is of the form:

u =

[
C γσ Lg

(
n

∑
j=1

∂x j

∂ z̄
La j +Lf

)
h(x)b(z̄)

]−1

{
ysp −C h(x)−

2

∑
ν=1

C γν

(
n

∑
j=1

∂x j

∂ z̄
La j +Lf

)ν

h(x)

}
, (2.21)

where γ1 = 580 and γ2 = 1.6× 105 to enforce a slightly underdamped response.
Two simulation runs were performed to evaluate the set-point tracking capabil-

ities of the nonlinear controller and compare its performance with a proportional-
integral controller. In both simulation runs, the aerosol reactor was initially assumed
to be at steady-state and a 5% increase in the set-point value of vg(1,0) was imposed
at t = 0s (i.e., ysp = 1.05vg(1,0)). Figure 2.11 (top plot – solid line) shows the profile
of the controlled output which is the mean particle volume at the outlet of the reactor
vg(1, t), while Fig. 2.11 (bottom plot – solid line) displays the corresponding profile
of the manipulated input which is the wall temperature. The nonlinear controller
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Fig. 2.11 (a) Closed-loop profiles of scaled mean particle volume in the outlet of the reactor under
proportional-integral and nonlinear controllers. (b) Manipulated input profiles for proportional-
integral and nonlinear controllers [33]

of (2.21) regulates vg(1, t) successfully to its new set-point value. For the sake of
comparison, we also implemented on the process a proportional-integral controller;
this controller was tuned so that the time at which the closed-loop output needs to
reach the final steady state is the same as for the closed-loop output under nonlinear
control. The profiles of the controlled output and manipulated input are shown in
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Fig. 2.11 (dashed lines show the corresponding profiles for the proportional-integral
controller). It is clear that the nonlinear controller outperforms the proportional-
integral controller.

2.3 Multiscale Modeling and Control of HVOF Thermal
Spray Coating Processes

2.3.1 Multiscale Modeling of Coating Microstructure

The past decade has witnessed a shift of synthesis to processing in nanotechnology
research, i.e. the manufacture of functional coatings and bulk structures using nanos-
tructured powders [5]. One example is HVOF thermal spray processing of functional
coatings from nanostructured agglomerate powders. The nanostructured coatings
prepared by HVOF are extensively used in many industries as thermal-barrier
and wear-resistant surface layers to extend product life, increase performance, and
reduce production and maintenance costs. Thermal spray has also been a molding
method for the fabrication of micro-components [69].

A representative diagram of the HVOF thermal spray process is shown in
Fig. 2.12. The high-pressure combustion of a fuel (typically hydrogen, propane, or
kerosene) with oxygen generates a supersonic jet, which propels and heats up the
powder of particles added to the gas stream. The powder particles are accelerated,
softened in the gas stream, and deformed on the substrate, forming a dense coating.

Because the highly coupled transport phenomena of the HVOF thermal spray
cannot be fully revealed by experimental studies, mathematical modeling has been
an excellent complement in order to provide system-level understanding of the un-
derlying physics of the HVOF thermal spray process to guide optimal system design
and operation [14, 53]. Moreover, to fabricate coatings of a consistent quality, the
compensation of feed disturbances and process variability during real-time process

Cooling Water
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Prepared Substrate

Spray Stream

Spray Deposit

Fig. 2.12 Schematic of a representative HVOF thermal spray process
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Fig. 2.13 Multiscale character of the HVOF thermal spray process [44]

operation becomes essential. This motivates the development and implementation
of real-time control systems in the HVOF thermal spray process to suppress
variations in the particle characteristics at the point of impact on the substrate. The
major challenge in this problem is the development of multiscale models linking
the macroscopic scale process behavior (i.e., gas dynamics and particle inflight
behavior) and the microscopic scale process characteristics (evolution of coating
microstructure), and the integration of models, measurements, and control theory
to develop measurement/model-based control strategies. The multiscale character
of the HVOF thermal spray process is shown in Fig. 2.13. The microstructure of
HVOF-sprayed coatings results from the deformation, solidification, and sintering
of the deposited particles, which are dependent on the substrate properties (e.g.,
substrate temperature) as well as the physical and chemical state (e.g., temperature,
velocity, melting ratio, and oxidant content) of the particles at the point of impact
on the substrate. On the other hand, the particle inflight characteristics are coupled
with the gas dynamics, which can be manipulated by adjusting operating conditions
such as the gas flow rates of fuel and oxygen. While the macroscopic thermal/flow
field can be readily described by continuum type differential equations governing
the compressible two-phase flow, the process of particle deposition is stochastic
and discrete in nature, and thus, it can be best described by stochastic simulation
methods [36]. By manipulating macro-scale operating conditions such as gas feed
flow rates, one can control the coating microstructure which determines the coating
mechanical and physical properties.

In the past several years, we developed a multiscale computational framework
for the HVOF thermal spray processing of nanostructured coatings [40–46, 61].
The multiscale process model encompasses gas dynamics of the supersonic re-
acting flow, evolution of particle velocity, temperature and molten state during
flight, and stochastic growth of coating microstructure, as shown in Fig. 2.14.
The modeling work demonstrates that the coating microstructure, porosity, and
roughness, as well as the deposition efficiency, are highly dependent on the particle
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Fig. 2.14 Multiscale modeling of the HVOF thermal spray process (based on [44, 61])

characteristics (primarily velocity, temperature, and molten state), which is consis-
tent with experimental observations [26, 28, 29]. For example, the effect of particle
melting degree on the coating microstructure is shown in Fig. 2.15 [42]. When all
the particles are fully melted, which is typical in a plasma spray, an ideal lamellar
microstructure is formed. However, under normal HVOF processing conditions,
many particles might be partially melted or even unmelted [44,71]. When a partially
melted particle lands on the substrate and deforms, the resulting splat typically has
a “fried-egg” shape which features a nearly hemispherical core located in the center
of a thin disk [31]. As a result, a different coating microstructure is formed which
deviates from the ideal lamellar microstructure. The fact that the particles are not
necessarily fully melted to form a coating with excellent microstructure is very
important in the processing of nanostructured coatings because the nanostructure in
the powder particles could be destroyed if the particles are heated too much and go
through a phase change during flight. However, if the particle melting degree is very
low, unmelted particles may bounce off the substrate, resulting in a high-porosity
coating with a low deposition efficiency. In addition to particle melting degree,
the model also predicts that the higher the particle impact velocity, the higher the
flattening ratio. As a result, the coating porosity is lower and the coating is denser.

2.3.2 Control of Particle Velocity and Temperature
in HVOF Thermal Spray

Based on the above analysis, one should suppress the variation in the particle
characteristics upon impact on the substrate to enhance the consistency of the
coating quality. Both modeling and experimental studies [44, 65, 67] reveal that
the particle velocity and temperature (or melting degree) at impact with the
substrate can be almost independently adjusted by manipulating the pressure in the
combustion chamber and the fuel/oxygen ratio. As shown in Fig. 2.16, when the
combustion pressure increases from 5 bar to 15 bar with a fixed equivalence ratio
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Fig. 2.15 Simulated microstructure of coatings formed by fully melted particles and particles with
mixed molten states [42]

(or the fuel/oxygen ratio divided by its stoichiometric value), the gas momentum
flux (ρv2

g), which is roughly proportional to the drag force for particle motion, is
almost tripled. However, the gas temperature increases by about 4% only. When
the equivalence ratio varies from 0.5 to 1.5 with a fixed chamber pressure, the gas
temperature varies about 12% from its lowest value to the peak occurring at an
equivalence ratio around 1.2. However, the gas momentum flux remains almost the
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Fig. 2.16 Influence of pressure and fuel/oxygen ratio on gas momentum flux and gas temperature
[44]

same in the entire range. It is worth noting that the window for particle temperature
control in the HVOF thermal spray is narrower than in the plasma spray where the
particle temperature can be adjusted in a wider range by manipulating the torch
current [21].
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Based on the model predictions and available experimental observations, the
control problem for the HVOF process is formulated as the one of regulating
the volume-based averages of velocity and temperature (or melting degree) of
particles at impact on the substrate by manipulating the flow rates of fuel and
oxygen at the entrance of the HVOF thermal spray gun. The particle sensing
including temperature, velocity, and size can be provided by a variety of online
diagnostic techniques developed by different groups [22, 27, 66]. The manipulation
of combustion pressure and equivalence ratio is realized by adjusting the flow rate
of fuel, u1(t), and oxygen, u2(t) (see (2.23) below). Note that the chamber pressure
is dependent on the flow rates of fuel and oxygen as follows:

ṁ =
p0√
T0

Ath

√√√√ γM̄pr

Rg

(
2

γ +1

) γ+1
γ−1

, (2.22)

where ṁ is the total mass flow rate, Ath is the cross-sectional area at the throat (where
the area is the minimum), Rg is the molecular gas constant, M̄pr is the average
molecular weight of the combustion products, and T0 and p0 are the stagnation
temperature and stagnation pressure in the combustion chamber, respectively.

Owing to the almost decoupled nature of the manipulated input/controlled output
pairs, two proportional-integral (PI) controllers were proposed in [41,44] to regulate
the process. Specifically, the controllers have the following form:

ζ̇i = yspi
− yi, ζi(0) = 0, i = 1,2

u′i = Kci

[
(yspi

− yi)+
1

τci

ζi

]
+u′0i

, i = 1,2

{u1,u2} = f (u′1,u
′
2), (2.23)

where yspi
is the desired set-point value and yi is the value of the output obtained

from the measurement system (y1 is the volume-based average of particle velocity
and y2 is the volume-based average of particle temperature or melting degree), u′1 is
the combustion pressure and u′2 is the equivalence ratio. f is the mapping between
the flow rates and the chamber pressure as well as the equivalence ratio. Kci is the
proportional gain and τci is the integral time constant. If the gas phase measurement
is available, a model-based scheme can be used to estimate the particle properties
through the dynamic particle-inflight model [45].

Closed-loop simulations under the control scheme of (2.23) have been carried
out to demonstrate the effectiveness of the proposed control formulation [46]. It
is assumed in the computer simulations that the responses of gas and particle
dynamics to the change of gas flow rates are very fast, which is reasonable for
such a supersonic flow. With this simplification, it has been demonstrated that the
feedback controllers are very effective with respect to set-point changes in both
particle velocity and temperature (i.e., 5% increase in both particle velocity and
melting degree). As seen in Fig. 2.17, both the flow rates of oxygen and fuel increase
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Fig. 2.17 Profiles of (a) controlled outputs (average particle velocity and melting ratio) and
(b) manipulated inputs (flow rates of propylene and oxygen) under the request of 5% increase
in particle velocity and 5% increase in melting ratio [46]

in order to have a higher particle velocity. However, the temperature increases and
exceeds its desired value due to the increased chamber pressure. As a result, the rate
of change of oxygen flow becomes slower than the one of fuel after a short period of
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Fig. 2.18 Profiles of (a) controlled outputs (average particle velocity and melting ratio) and
(b) manipulated inputs (flow rates of propylene and oxygen) in the presence of 10% decrease
in spray distance [46]

time, which lowers the equivalence ratio and drives the temperature down to its set
point. Figure 2.18 demonstrates the response of the feedback controller in order to
maintain the same particle velocity and temperature levels in the presence of a 10%

Not for resale



2 Feedback Control of Particle Size Distribution... 41

decrease in the spray distance (process disturbance). The particle velocity does not
change much while the particle temperature increases significantly. Under feedback
control, the manipulated inputs adjust to drive the process outputs to their original
steady-state values in 10 s, which demonstrates the robustness of the controller.

To the best knowledge of the authors, no experimental implementation of HVOF
thermal spray control has been reported. Feedback control of average particle
temperature and velocity in plasma spray has been studied by Fincke et al. [21].
With the development of fast and reliable online gas and particle sensing and
diagnostic tools by companies and institutions (e.g., Idaho National Laboratory,
Tecnar Automation, Canada, and Oseir Ltd., Finland), the demonstration of HVOF
spray control should be expected in the near future.

2.4 Conclusions

Control of particulate processes systems is a cross-disciplinary and rapidly growing
research area that brings together fundamental modeling, numerical simulation,
nonlinear dynamics, and control theory. This chapter presents recent advances
in systematic methods for the design of easy-to-implement nonlinear feedback
controllers for broad classes of particulate processes. It is expected that feedback
control will play an important role in the synthesis and processing of nano- and
micro-size particles with the ever-increasing research and development in advanced
materials and semiconductor manufacturing, nanotechnology, and biotechnology.
The reader may refer to [11] for a detailed discussion on future problems on control
of particulate processes.
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Chapter 3
In Situ Optical Sensing and State Estimation
for Control of Surface Processing

Rentian Xiong and Martha A. Grover

3.1 Introduction

Measuring surface properties during modification is challenging, since the surface
cannot be directly contacted, as that would disrupt the surface being modified.
Calibration and pilot wafers can be used to characterize a process, by performing
measurements during [2] or after [1] surface modification. However, in a manu-
facturing setting this creates a loss of productivity, since this wafer is not used
to produce any product. In contrast, optical sensors have found common use in
measuring thin film properties during surface modification [2,4,5], because they do
not directly contact the surface and are thus referred to as noninvasive. The general
concept is shown in Fig. 3.1.

A beam of light with known properties is generated by a light source (e.g., a
lamp or laser), and is then directed at the surface of interest. During in situ optical
measurements, this beam is typically passed through a window, to separate and
protect the light source and the processing environment from each other. Unless the
surface is completely black and at absolute zero temperature, such that it absorbs
all the incident radiation and emits none, outgoing light will be produced by the
interaction of the incoming beam with the surface. The properties of the light that
is produced are dependent upon the properties of the surface, so by measuring
the outgoing beam, one can infer properties about the surface as it evolves during
processing.

The details of the incoming beam depend upon the exact technique being used
[3, 4]. Due to the potential for variations in this light source, the incoming beam
is also typically measured by a separate detector. In spectroscopic methods, the
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• angle Θ 
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Detector measures outgoing light 

Specular beam

Θ Θ

surface

Fig. 3.1 Schematic of an optical surface measurement

incoming light has a continuous distribution of wavelengths. A detector also mea-
sures the intensity of the outgoing light as a function of wavelength. Ellipsometry
measurements refer to the use of a polarized incoming beam, with the detector
used to measure the change in polarization that occurs due to interaction with
the surface [5]. Spectroscopic ellipsometry measurements can be performed, in
which both wavelength and polarization are used to infer the surface structure.
Raman techniques rely on the use of multiple wavelengths, but in this case a single
wavelength is used for the incoming beam, while the detector measures the small
amount of light that is emitted at different wavelengths.

Depending on the technique being used, the detector may measure the outgoing
beam at one or at multiple angles. The detector angle may be adjusted to match the
incidence angle as it is intentionally varied, to measure the specular beam, or the
detector may also measure off-specular intensity, such as light scattered by a rough
surface, or diffraction patterns from a periodic surface structure.

Real-time optical measurements can be used either for detailed scientific studies
such as reaction mechanisms or thin film growth mechanisms; or they can be used
as a process monitoring tool for detection and control of growth rate or surface
roughness. The former task is referred to as an “optical diagnostic,” while the latter
is termed an “optical sensor.” This latter task of monitoring and control with optical
sensors is what we are concerned with here.

3.1.1 Pyrometry and Temperature Control

One commonly used optical sensor is the pyrometer [6, 7]. In this case, there
is no actual incoming beam, but instead the detector measures the light emitted
by a hot surface. This radiation, which is primarily in the infrared wavelength
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range, is then measured at normal incidence by a photodetector. The intensity
of the light at one or more wavelengths is then correlated to the temperature.
Like most optical measurement techniques, the pyrometer must be calibrated.
The amount of radiation emitted by the surface is a function not only of the
surface temperature but also the emissivity of the surface and the geometry of
the measurement system, including the size of the photodetector and the distance
between the surface and the detector. The emissivity is a material-dependent surface
property that can be measured ex situ, while the geometric factors are specific to the
particular pyrometer system being used. Temperature control in surface processing
has been successfully implemented under the name rapid thermal processing [8, 9].
Continuing challenges in implementation include the difficulty of temperature
control across an entire wafer, and implementation of advanced control strategies
for tracking more aggressive temperature profiles [10].

One limitation of the pyrometer in surface processing is that the surface emissiv-
ity may be changing as the surface is being modified. Thus, it is not possible to infer
the temperature based on an ex situ measured surface emissivity. One solution that
has been proposed is to additionally estimate the surface emissivity in real-time,
using a normal incidence reflection measurement. This combination is referred to
as the emissivity correcting pyrometer (ECP) [11] and has been successfully used
for closed-loop temperature control of a chemical vapor deposition process [12].
The ECP measurement relies on a reflection measurement of the surface, such
that a single-wavelength unpolarized beam of light is directed at the surface at
normal incidence. The normal incidence reflected beam can be measured by the
same detector that is used for the pyrometer: a rotating chopper is put in front of
the source beam so that the reflected light for the reflection measurement can be
measured independently from the emitted light for pyrometry.

There are a number of reasons why the surface emissivity will change during sur-
face modification, and this change will affect the actual surface temperature, as well
as the signal measured by the pyrometer. A changing chemical composition will
lead to a change in both the surface emissivity and the corresponding temperature
dynamics. An endpoint control strategy was recently implemented for composition
control in solar cell materials, by relating the emissivity to the thin film copper
composition [13].

An important optical feature of thin films is the ability to create constructive
and destructive interference. When the film is at least partially transparent, then
the multiple internal reflections within the film can lead to interference of light.
The ratio of the film thickness to the wavelength of the light is needed to predict the
interference, and thus the interference effect can even be used to infer film thickness.
This effect is illustrated in Fig. 3.2, for an incoming beam of light. However, even
with no incoming beam, the emission of radiation from the underlying substrate
can also cause constructive and destructive interference [14], and, therefore, also
an oscillation in the emission of radiation from the surface. This oscillation due
to emission has been used for film thickness control via endpoint detection [15].
The surface roughness of a thin film can also further alter the emissivity [16],
and emission measurements have even been used to infer surface roughness during
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Constructive interference

h

R

Constructive interference

h

Fig. 3.2 Illustration of constructive interference in a thin transparent film, and the resulting
dependence of film reflectance R on the film thickness h

deposition [17]. It is also understood that patterned surfaces, such as those created
by lithographic patterning for microelectronics applications, will alter the emissivity
of a surface [18].

3.1.2 Reflectometry and Film Thickness Control

The reflectometer alone, independent from the ECP system, has also been success-
fully used for in situ measurement and control of surface properties, especially in the
deposition and removal (etching) of thin films. When a beam of light having a single
wavelength is directed at a transparent thin film, some light will reflect from the top
surface of the film, but also some of the light will be transmitted into the film. When
the light reaches the interface between the thin film and the substrate, a portion
may be transmitted into the substrate bulk, while the remainder will be reflected
back into the film. Depending upon the thickness of the film and the wavelength
of the light, the multiple beams of light that are transmitted back out of the film
toward the detector will interfere either constructively or destructively, as shown
in Fig. 3.2. During surface modification a film may either become thicker during
deposition or thinner during etching, and this film thickness h can be monitored
using a reflectometer, if the index of refraction of the film is known. In this case,
the numbers of peaks in the reflectance measurement can be directly mapped to the
thickness h.

In most thin film deposition and etching processes, the nominal desired growth
rate of the film is constant throughout the process. Therefore, the film thickness
h is often determined by first estimating a constant growth rate G. Once G has
been determined, the time-varying film thickness h is simply the time-integral of G.
To relate the measured reflection to the film thickness, the refractive index n and
extinction coefficient k (absorption) of the film must be known. When the film
is partially transparent, then the optical properties of the underlying substrate, ns

and ks, must also be known. Breiland and Killeen considered the inverse problem:
how to simultaneously estimate five constant parameters (G,n,k,ns, and ks) using
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a single-wavelength normal incidence reflection measurement [19]. One challenge
articulated by this study was that these five parameters to be estimated are highly
correlated with each other in the reflectance measurement.

They demonstrated in simulation and then experimentally that all five quantities
can be estimated during film deposition, as long as at least 1/4 of an oscillation is
present. The parameter estimation was performed by minimizing the error between
the model and the measurements, with no consideration of the correlations between
the parameters. Breiland and Killeen also suggested the possibility of real-time
control of the growth rate. However, in their parameter fitting method they assume
that all four optical constants and the film growth rate are constant, which would not
be a good assumption if the chemical composition or growth rate is the quantity to
be controlled.

There have been several reports of the use of reflectometry for real-time
estimation of film thickness. The most common estimation strategy is the extended
Kalman filter (EKF), which has been applied to both film deposition by chemical
vapor deposition [20, 21] and to etching for film removal [22]. Recently we have
applied moving horizon estimation (MHE) [23] to estimate film thickness in situ
[24, 25] and have compared the performance and robustness of MHE to EKF in our
chemical vapor deposition system [26]. In fact, MHE is a generalization of EKF, and
also a generalization of the least squares fitting performed by Breiland and Killeen
[19]. This work will be discussed in detail in Sect. 3.2.

Reflectometry has also been used for real-time control of film thickness. Vincent
et al. used the EKF with a proportional–integral controller in a silicon etch process
to reduce final thickness variation between runs [27]. Lee et al. used least squares es-
timation along with a model-based multivariable controller to achieve uniform film
thickness across a wafer, by manipulating the heater power in various zones [28].

The previous discussion and analysis in this section on reflectometry does not
take into account any inhomogeneities in the surface or film. During most surface
processing, the surface of the film is not atomically smooth, and the interior of the
film is not a single perfect crystal. Polycrystalline thin films are often deposited
when a film of one material is deposited on a substrate of another material.
The individual crystals, or grains, may have preferred (low-energy) crystal facets,
leading to a nonsmooth surface, with grain boundaries inside the film that alter
the effective refractive index and extinction coefficient. Lithographically patterned
surfaces also alter the reflectivity. Both cases are illustrated by Fig. 3.3.

As with emissivity and the pyrometry temperature measurement, it is possible
to model the reflection behavior of microscopically rough thin films [4, 24–27].
A few studies have gone further, and considered the problem of estimating the
surface roughness with a reflectometry measurement [29–33]. In the work of Zuiker,
the thickness, surface roughness, and extinction coefficient were simultaneously
estimated, although the results were mixed, with negative (unphysical) absorption
and noisy estimates [29]. Recently we applied moving horizon estimation to the
problem of estimating thickness, optical constants, and roughness in our chemical
vapor deposition process [24], which we discuss in Sect. 3.2. One challenge in
estimating surface roughness is in selecting a sufficiently accurate optical model.
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Fig. 3.3 Examples of nonsmooth surfaces in thin film deposition: (a) atomic force microscopy
(AFM) image of a polycrystalline yttrium oxide thin film (Grover lab). The lateral scale is in
micrometers, while the vertical scale is in nanometers; the schematic underneath represents the
crosssection of the film and substrate. (b) Electron-beam (e-beam) image of a lithographic resist.
The vertical and horizontal features are measured in nanometers. Line edge roughness is visible
along the lines (image courtesy of Cliff Henderson and Richard Lawson)

For large scale features, geometric optics can be used [16, 34], while for smaller
scale features, scalar scattering theory [35] or the effective medium model [36] may
be more appropriate.

3.1.3 Spectroscopic Ellipsometry for Control of Thickness
and Composition

Compared to reflectometry, the measurements provided by ellipsometry can provide
additional information about the surface, by monitoring the polarization change of
the incident light due to the surface [5]. However, despite the additional information
provided, many of the same challenges seen in reflectometry also apply here.
Approximate inversion relations have been proposed for certain limiting cases [37],
as also done in reflectometry [19], but in general the inversion requires consideration
of the full nonlinear model. The parameters to be estimated again have significant
correlations in the optical model [38, 39]. The surface roughness of a thin film can
also be estimated using ellipsometry measurements; in fact ellipsometry has been
used extensively in the development and validation of optical models, such as the
effective medium theory [5, 40].
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Despite the challenges of the estimation problem, ellipsometry has been used
for real-time monitoring and control of thin film composition and thickness. The
original work of Aspnes established the feasibility and utility of feedback control
for nanoscale graded structures comprised of compound III–V semiconductors
[41]. The measured optical properties were used to adjust the aluminum precursor
flowrate in real-time to track the desired trajectory of film stoichiometry. During
the past decade, more advanced control analysis has been applied. Model-based
controller design for III–V layered structures [42, 43] has been used to control the
thickness and chemical composition. The ellipsometer’s vendor-supplied software
was used to obtain estimates of these two quantities, and then two single-input,
single-output linear controllers were implemented. In the deposition of silicon–
germanium alloy films, the extended Kalman filter was used for state estimation
of thickness and composition [44], with model predictive control [45] implemented
to enable the simultaneous control of thickness and composition. Model predictive
control (MPC) requires an online optimization after each measurement to compute
the new control action, and thus requires significantly more online computation than
a precomputed feedback law such as a proportional–integral controller. However,
MPC also holds the promise to improve tracking performance.

3.1.4 Scatterometry for Lithography Control

The extensive use of nanoscale patterning in the microelectronics industry creates
an additional challenge for in situ optical sensing. The International Technology
Roadmap for Semiconductors outlines the short-term and long-term challenges for
the industry, and metrology continues to be an area of critical need [46]. Feedback
control in semiconductor processing often takes the form of run-to-run control, in
which a wafer is examined after the process is completed, so that the recipe can
be adjusted for subsequent wafers [1]. In situ sensing and control is less common,
due to the difficulty of both the measurement and the adjustment, but it also holds
greater promise for reducing measurement delays and correcting the process sooner,
which is desired due to the high cost of each wafer that is processed.

To monitor and control patterned features in microelectronics fabrication, peri-
odic test structures are created on a small portion of each wafer. By monitoring
properties of these regular structures, changes in the overall process can be detected
and corrected. The critical dimension (CD), which is the characteristic length scale
in a transistor, must be tightly controlled, and additionally the line edge roughness
(LER) of these features must be minimized. As shown in Fig. 3.3b [47, 48],
lithographically patterned features are measured in nanometers. The length scale of
the CD is measured in tens of nanometers, while LER is measured in nanometers.

Current research in metrology technology is largely focused on CD-SEM and
scatterometry (or optical CD, or OCD) [49]. CD-SEM is fundamentally suited
toward run-to-run control, since the surface cannot be imaged in the SEM (scanning
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electron microscope) while it is being processed. In contrast, scatterometry is based
on an optical reflection measurement, and can be used for either run-to-run or in situ
control. The detector in a scatterometer actually measures a diffraction pattern from
the surface, since a regular array of nanoscale lines will cause the incoming light to
be diffracted. This diffraction pattern is very sensitive to the dimensions and shape of
the pattern, and thus can be used for monitoring and for control [50]. Fundamental
optical models are used for predicting the diffraction pattern of different surface
profiles, and table lookup or linear regression models are used to invert this database
in order to estimate the surface profile from the measured diffraction pattern. As with
the other optical measurements discussed in this chapter, a unique inverse does not
always exist, due to correlations in the parameters to be estimated [50].

3.2 Moving Horizon Estimation in Chemical Vapor Deposition
Using In Situ Reflectometry Measurements

Because the models of optical response are nonlinear and can be high-dimensional,
the inversion of these models – to obtain surface structure from optical measure-
ments – is challenging. Significant correlations in the fitted parameters are known
to occur, yet these correlations are rarely used in the actual estimation process.
Formal estimation techniques, such as the extended Kalman filter (EKF) and moving
horizon estimation (MHE), directly predict and then use these correlations, thus
providing the opportunity for improved estimation [26].

In most reported inversion studies from the surface physics community, a differ-
ent approach is employed to obtain accurate estimates of multiple film properties –
the sum squared error between the measurements and the model predictions is
minimized, over some predefined window of past data. The additional information
provided by using multiple measurements enables a successful inversion to estimate
the film properties. However, the window of data that is required may be long.
In the reflectometry study by Breiland and Killeen, it was reported that the window
must be at least one-fourth of an oscillation of the reflectance measurement [19].
In the case of very thin films, this may be a significant portion of the entire
deposition, eliminating the possibility for real-time correction of the process.
Moreover, in this method of simple least squares fitting to the optical measurement,
the variables to be estimated are constrained to be constant parameters, even though
they may be varying over the time span of the window.

3.2.1 Experimental Apparatus

We have applied several estimation methods to reflectometry measurements of a
chemical vapor deposition (CVD) process [25, 51]. It is a thermal CVD process,
such that the source material, or precursor, undergoes a chemical reaction that is
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Fig. 3.4 Experimental apparatus for chemical vapor deposition of metal oxide thin films

induced by the high temperature (∼700◦C) of the substrate. In our studies this
substrate is a silicon wafer. The metal organic precursor material (yttrium-2,2,6,6-
tetramethyl-3,5-heptanedionate) is a solid-phase powder at room temperature, but
at elevated temperatures near 150◦C, the precursor sublimates into the gas phase.
In our deposition system we flow an inert gas (argon) through the precursor canister
and into the deposition chamber. When the precursor reaches the vicinity of the hot
substrate, it breaks down to form a solid thin film on the substrate. A photograph of
the CVD system is shown in Fig. 3.4.

The deposition chamber is constructed from two four-way stainless steel crosses,
and is on the left side of the oven in Fig. 3.4. The right side of the oven houses
the canister containing the precursor material, as well as an ultraviolet sensor used
for monitoring and control of the inlet precursor concentration [52]. All of the lines
from the precursor canister through the deposition chamber are housed in the oven
so that the precursor does not re-condense in the lines or on the precursor walls. The
oven is held between 150 and 200◦C throughout the deposition process.

A vacuum pump and pressure control valve outside the oven are connected to
the outlet of the deposition chamber, enabling the regulation of a setpoint pressure
in the range of 1–10 torr. Mass flow controllers regulate the flow of argon and
oxygen into the oven. The oxygen is needed to promote the chemical reaction and
to provide the oxygen for the yttrium oxide (Y2O3) thin film. Our reflectometer is
mounted above the reactor and oven, as shown in Fig. 3.4. This sensor is actually
an emissivity-correcting pyrometer (purchased from SVT Associates), although in
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the estimation studies described here we use only the reflection measurement (not
the pyrometer emission measurement). This sensor measures the reflectance at two
wavelengths: λ1 = 950nm and λ2 = 470nm. All the sensors and actuators are
connected to a LabView program, which enables monitoring, data acquisition, and
real-time control. More detail on the apparatus and experimental procedure can be
found in our previous publications [21, 24, 25].

3.2.2 State Space Model

For this estimation problem we consider the general nonlinear autonomous discrete-
time state space system

x j+1 = f (x j)+wj (3.1)

y j = g(x j)+ v j (3.2)

where j is the discrete-time index, x j is the internal state at time j, and y j is the
measurement at a time j. Noise variables wj and v j are usually assumed to be zero
mean, independent, and normally distributed for convenience, although in practice
they might also represent the effects of unmodeled dynamics or correlated random
disturbances.

In our work, the process model f is a simple linear function representing
parameters that may drift, with additional integrating states that represent the
thickness of the film, h, and the thickness he of the “roughness layer” in the effective
medium model. The G’s are growth rates of the two layers.
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(3.3)

The refractive index n and extinction coefficient k are estimated at each of the
two measurement wavelengths λ1 and λ2. In contrast to the simple process model,
the sensor model g must be very accurate, if the sensor is to be useful. It predicts
the reflectance R, which is the fraction of incident light that is reflected back to the
detector at normal incidence. In our work on estimating roughness [24], we used
the equation for multilayer reflectance response [5,53–55], including the roughness
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as a separate layer according to effective medium theory and the Bruggeman
approximation [5, 40].

y = R+ v =

∣∣∣∣∣
r12 + r23e−i2δ2 + r34e−i2(δ2+δ3) + r12r23r34e−i2δ3

1+ r12r23e−2δ2 + r12r34e−2(δ2+δ3) + r23r34e−2δ3

∣∣∣∣∣
2

+ v (3.4)

Here, medium 1 is the surrounding vacuum, medium 2 is the roughness layer,
medium 3 is the film, and medium 4 is the substrate. Thus, rab is the interface
reflectivity between media a and b. A phase change δa occurs as the light passes
through medium a. Thus, the overall reflectance of the film-substrate system
depends on rab and δa. Both quantities depend upon the refractive indices and
extinction coefficients of the film and substrate. Specifically,

rab =
n̂a − n̂b

n̂a + n̂b

δa =
2π n̂aha

λ
n̂a = na − ika (3.5)

Further detail on our model and assumptions can be found in [24].

3.2.3 Moving Horizon Estimation

Moving horizon estimation (Fig. 3.5) [23,26] is based on the concept of least squares
fitting. A model is used to compare the measured data to the model-predicted
data, from (3.2), over a window of the m most recent time intervals. Ideally these
two quantities would match identically, but in practice there will always be some
nonideal behavior. The idea in MHE is to include additional sources of information
to estimate the true value of the state, including the expected relationship between
states from (3.1), and the expected value of the state at the beginning of the window.
Expressed formally, one arrives at the following minimization problem:

min
x j−m+1,...,x j

[(
xe

j−m+1

)T
P−1

j−m+1| j−mxe
j−m+1 +

j

∑
l= j−m+1

vT
l R−1vl

+
j−1

∑
l= j−m+1

wT
l Q−1wl

]
(3.6)

xe
j−m+1 = x j−m+1 − x j−m+1| j−m (3.7)

vl = yl − g(xl) (3.8)

wl = xl+1 − f (xl) (3.9)
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Fig. 3.5 Illustration of moving horizon estimation. Only the most recent m measurements are
directly included in the estimation. As each new measurement is acquired, the window of data
(shaded in the figure) moves to the right. Earlier measurements are included via the a priori state
estimate at k = j−m+1

In this minimization problem, the state at each point in the window is varied. The
quantity to be minimized has three terms, each representing a squared error in
the estimate. The first term represents the uncertainty in the state estimate at the
beginning of the window, t = ( j − m + 1)Δt. It is computed using an extended
Kalman filter, based on the measurements only up to time j −m. The covariance
matrix of this state estimate, P, is also calculated by the extended Kalman filter,
and acts as a weighting matrix. The second term in the minimization is the sum
squared error associated with the measurement, v j. The weighting matrix for this
term comes from R, which is the covariance matrix on the sensor error. The third
term is the deviation from the process model at each point in the window, wj, with
its corresponding covariance matrix Q.

In addition to applying the general MHE method to our reflectometry measure-
ments, we apply several limiting cases. The first is the simple least squares fitting
approach over a window, as applied by Breiland and Killeen [19]. In this case, no
initial estimate is used at the beginning of the window, which is equivalent to setting
P−1 = 0 in the minimization problem. Additionally, the process model is used as a
constraint instead of as a term in the objective function, which is equivalent to setting
Q= 0. Thus, the only term retained in (3.6) is the second term, which corresponds to
the difference between the measurements and the corresponding model predictions.
With these simplifications, only the initial state at the beginning of the window is
varied during the optimization, since the remaining states are computed using the
process model. This greatly reduces the dimension of the minimization problem.

We also applied an intermediate approach, in which the estimate at the beginning
of the window is included in the objective function, while the process model
is constrained to be deterministic such that Q = 0. We find that this approach
provides good state estimates compared to MHE, due to the slowly drifting nature
of our disturbances, but that the computation associated with the optimization is
significantly reduced [25]. In other words, the use of the state estimate at the
beginning of the window (computed with the EKF) is helpful in avoiding overfitting
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of noisy data in the window, by including a priori knowledge of the state based on
the earlier measurements.

As a further comparison, we also apply the EKF alone, which is conceptually
equivalent to MHE with m = 1. In fact, the two are not exactly equivalent due to
a modification of the EKF used in the MHE algorithm [23]. Regardless, the EKF
does not achieve the same robustness as the estimation methods based on a longer
window of data, which can better account for the nonlinearities in the sensor model.

Implicit in this discussion is that our nonlinear state space system will be observ-
able, i.e., that it is theoretically possible to infer the states from the measurements
[56], although there is no guarantee that would be the case. Significant correlations
exist in the states to be estimated. In particular, the product hn is directly related to
the period of the oscillation via the phase change δ , but h and n can be more difficult
to independently estimate [19]. Moreover, both the extinction coefficient k and the
surface roughness he cause a decay in the amplitude of the reflectance oscillation,
so it may also be difficult to separate out these two effects using the measurements.

A common test of local observability is based on the linearization of the system
about a single operating point, but for any single operating point, the observability
matrix for our system is not full rank, suggesting that the state is not observable.
However, this is not a necessary condition for nonlinear observability [57]. Here we
use the notion of strong local observability [58], meaning that any two trajectories
that start nearby can be distinguished from each other, given a sufficiently large
window of measurements. While this concept of observability is consistent with our
“window-based” estimation methods, it is unclear how well the extended Kalman
filter will work, since it only processes one measurement at a time, based on the
linearization of the model around the current estimate. We find in our simulation
studies that the EKF can converge under near-ideal conditions, but that the other
three methods using a window of data at each iteration are much more robust to
realistic noise levels and disturbances.

3.3 Results

The surfaces of our polycrystalline yttria thin films are rough, as shown in Fig. 3.3.
The root-mean-square roughness, as measured by atomic force microscopy (AFM),
is typically in the range of 20–30 nm, while the lateral grain size is near 1μm. Even
though this surface roughness is an order of magnitude less than the wavelength of
light, the surface roughness can still affect the normal incidence surface reflectance
R. We have confirmed this point using ex situ ellipsometry measurements, after
removing the films from the deposition chamber. The ellipsometry software uses
the effective medium model to fit a roughness layer that is approximately 50 nm.
The thickness of the effective rough layer predicted by the effective models has
previously been correlated to be twice the root-mean-square roughness [35]. Since
our effective layer is 50 nm and our root-mean-square roughness is 20–30 nm (half
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Fig. 3.6 A simulated spectral reflectometry measurement. Comparison of thin film reflectance R
with and without the effective roughness layer, for various levels of roughness

of 50 nm), it may be possible to estimate the actual surface roughness measured by
AFM from our in situ reflectometry measurements.

Since roughness does in fact alter the reflectometry measurement, we can ask two
specific questions: (1) by neglecting the effect of roughness on the measurement,
can we still accurately estimate the film thickness? (2) by including roughness
in our optical model, can we simultaneously estimate thickness and roughness.
We consider both questions in this chapter. We addressed the first question in
[25], where we did not include a roughness optical model in the moving horizon
estimation. Instead, we viewed the roughness effect as an unmodeled disturbance,
and showed that the modified moving horizon estimates of film thickness and
refractive index are significantly more accurate, compared to the simple least
squares method and to the extended Kalman filter. The window of data together
with the state estimate at the beginning of the window dramatically improved the
robustness of the estimator, particularly when there were significant noise levels
and/or unmodeled effects.

We addressed the second question in a separate publication [24], using our
nominal sensor model in (3.4) to quantify the relationship between surface rough-
ness and reflectivity. Before actually implementing the estimator, we consider what
effect the roughness would have on the reflectivity, based on the effective medium
approximation. This prediction is shown in Fig. 3.6, in which the reflectance R
is plotted as a function of wavelength. This plot is a simulation of an ex situ
spectroscopic reflectometry measurement, for a film with a thickness of 500 nm,
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which is typical for our CVD thin films. Similarly, the optical constants of the
substrate are chosen to represent silicon (n = 4.0 and k = 0.1) [59] and the film
to represent yttria (n = 2.0 and k = 0.01) [24, 60]. Note that the two wavelengths
of our in situ sensor are 470 nm and 950 nm, which are both contained within the
wavelength range on the plot. During film growth, we observe oscillations due to
the changing thickness at a constant wavelength, while in Fig. 3.6 the interference
oscillations are due to a changing wavelength at a constant thickness. In fact, it is
the ratio of the thickness and wavelength that is critical for creating the oscillations,
as seen in the expression for δa in (3.5).

Clearly the effect of surface roughness is significant in the effective medium
model, even at roughness values much less than the measurement wavelength.
Another important trend in Fig. 3.6 is that the roughness effect is more significant
at the shorter measurement wavelengths. For example, at 470 nm we should expect
our measured reflectance to be more altered than at 950 nm. For a roughness layer of
30 nm, and a measurement at 470 nm, R should be altered only near the maximum
in the oscillation (constructive interference), while at a higher roughness of 60 nm,
R will be altered at all phases of the interference.

We explicitly modeled and estimated this surface roughness to simultaneously
estimate the optical constants, film thickness, and roughness [24]. Typical results
are shown in Figs. 3.7 and 3.8. Figure 3.7 shows the estimates of all eight states
from (3.3) using a simple least squares fitting of the optical model. The estimate
of the film thickness is quite reasonable up until the end of the deposition, while
the surface roughness and film extinction coefficient are highly variable and appear
to be overfitting nonideal aspects of the experimental measurements. In contrast,
Fig. 3.8 illustrates the results of moving horizon estimation with the deterministic
process model. Although the computational demands are similar to the least squares
fitting, the results are much more consistent with our understanding of the CVD
process. The period of oscillation in the reflectance is increasing throughout the
deposition, indicating that the film growth rate is decreasing. This can also be seen in
the estimates of h and G. Overall the estimates are much less sensitive to the choice
of horizon lengths, compared to Fig. 3.7. The final film roughness and refractive
index are near the nominal values expected for this process. The estimates of k may
be less reliable, perhaps due to the overall low absorbance of yttria.

3.4 Discussion, Perspectives, and Conclusions

The use of optical sensors to estimate and control surface properties is not easy
or straightforward. However, the use of optical diagnostics in surface science is
extremely common and widespread, due to the wealth of qualitative and quantitative
information that can be inferred about a surface.

A number of feedback control strategies based on optical sensors have been
successfully demonstrated. They range in complexity from a simple endpoint
detection [13] or a proportional–integral controller [27], which requires little
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Fig. 3.7 Application of simple least squares fitting to experimental CVD data, for three horizon
lengths

real-time computation, up through multivariable model predictive control, which
requires an on-line optimization after each measurement [45]. Other model-based
control strategies have been proposed in the literature, including methods based
on stochastic atomic-scale models of thin film growth [61]. The best controller
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Fig. 3.8 Application of the modified moving horizon estimation to experimental CVD data, for
three horizon lengths

structure for a particular application will depend on the dynamics of the system,
the estimated quantities available for feedback, and the trajectory to be tracked.
However, in many cases a simple controller will suffice to correct for the slow drift
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that often characterizes disturbances to deposition and etching processes – once an
accurate state estimate has been obtained.

The difficulty of the sensor modeling task – computing the optical response of a
known surface structure – has not been the focus of this book chapter, but of course
it is essential when using any optical diagnostics or sensors. Due to the importance
of optical diagnostics in scientific research, the modeling of optical measurements
is quite advanced. Of course, any such model should be validated against ex
situ experimental data before actually implementing any real-time estimation and
process control.

One unique challenge for optical sensors and process control, relative to optical
diagnostics for scientific inquiry, is the need for real-time inversion of the optical
model. Depending upon the speed of the process and the sampling time of the
sensor, the allowable computation time for the inversion may be measured in
seconds or as long as minutes. Of the inversion and estimation methods discussed
here, the extended Kalman filter has the lowest computation, while moving horizon
estimation has a computational demand that scales with the length of the window
[25]. The use of the deterministic process model in MHE enables a significant
reduction of the computation to near that of the EKF and simple least squares
methods. All of the estimation methods discussed here were implemented using a
local optimization algorithm, so if multiple minima exist, the global minimum may
not be found. However, because the optimization methods can be implemented with
a “warm start” based on the previous estimate, it is less likely that an incorrect local
minimum would be identified as the estimate.

Library-based methods and regression models used in scatterometry provide
a conceptually different approach in which the dynamics of the process are not
used. These methods are more likely to converge to the wrong local minimum,
because there is no inclusion of dynamics. These methods have been developed
for scatterometry as an ex situ diagnostic, but estimation methods like MHE
that specifically incorporate a process dynamic model could be applied to in situ
scatterometry, yielding more robust estimates than for the ex situ case, assuming
that some a priori knowledge of the initial surface structure exists.

An additional challenge of in situ sensing and control (relative to ex situ
optical diagnostics) is that the sensor measurement may have significant noise.
A photodetector measures the number of photons incident on its surface, and
converts this intensity into a voltage measurement. Because the surface is not
changing in an optical diagnostics application, the measurement can be integrated
over a long period of time, such that the noise level is low. However, the integration
time in a control application must be shorter than the typical time scale of the
process dynamics, so the noise level in the sensor may be higher.

An advantage of estimation methods like EKF and MHE is that the covariances
of the estimates and the noise sources are modeled and predicted. Due to the
significance of unmodeled dynamics and disturbances, this explicit consideration
of uncertainty and correlations can improve the accuracy and robustness of the
estimates. However, this advantage comes with a price. Certain aspects of the
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uncertainty must be specified before the estimator can be used. In our work on EKF
and MHE, this includes the noise covariance matrices Q and R, the initial state
estimate x0, and the error covariance of this initial estimate P0. If these matrices are
incorrectly specified, the resulting estimates might be even worse than if a simpler
inversion method was used. Fortunately, our work suggests that the exact values of
these matrices are not critical [24]; what is most important is that the largest sources
of uncertainty are assigned the highest values of the covariance. In any case, the
need to specify weighting matrices in EKF and MHE makes their implementation
more complicated.

An additional modeling step that has not been discussed at length here is the
selection of the states or parameters to be estimated. This will be of critical
importance in any inversion from optical measurements to surface properties. The
surface being measured can potentially be characterized by an infinitely large
number of states, via a Fourier transform, or even by quantifying the location of
each atom on the surface. Of course this would not be practical due to measurement
limitations, and would also not be relevant for most engineering and control
applications. In any case, the user must make a decision about which metrics to
use in characterizing the surface. In the case of polycrystalline thin films, this
set may contain the average film thickness, the average width of grains, and the
average height of grains (surface roughness). However, due to insensitivity of
the measurement technique to the lateral width of grains, this quantity may not
be included in the inversion of the optical model. In our two recent papers we
considered the cases of estimating surface roughness [24] or leaving it out [25],
even though the two films under consideration were similarly rough.

In general, as one adds more metrics to be estimated, the simultaneous estimation
of all parameters becomes more difficult, and this will be reflected in larger
covariance matrices for the prediction error. In the case of patterned surfaces, similar
decisions must be made. Even though test sections are intentionally designed to be
easily characterized, one must parameterize the deviation from the desired structure,
using metrics such as line edge roughness and critical dimension. Ideally, the metrics
that have been neglected will either not vary or else they will not be significant to
the measured signal. This situation could be studied by treating the surface as an
infinite dimensional system, and considering the invertibility and null space based
on a particular optical measurement.

In conclusion, there is widespread use of optical measurements in industry and
academia to quantify microscale and nanoscale surface structure and in some cases
to also control it. Nonlinear models relate the infinite-dimensional surface to the
noisy optical measurements, and significant challenges remain in the estimation
of surface structure. Better approaches for inverting this relationship are needed.
Due to the importance of optical measurements in nanoscale surface structure
and process control, there should be significant future interest and development in
optical measurement technology. Correspondingly, significant future opportunities
exist for control researchers and systems engineers to join with the domain experts
to tackle practical needs on a case-by-case basis. Systems engineers must bring
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and synthesize their expertise in modeling, analysis, statistics, and control to solve
critical problems in nanoscale processing, which may also further elucidate the need
for new systems theories and tools.
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Chapter 4
Automated Tip-Based 2-D Mechanical Assembly
of Micro/Nanoparticles

Cagdas D. Onal, Onur Ozcan, and Metin Sitti

4.1 Introduction

Fabricating micro/nanostructures has been investigated for decades. Electromechan-
ical systems on these small scales are becoming more and more of a necessity in
scientific explorations in physics, biology, and chemistry, since current systems have
many limitations in their interactions with small-scale phenomena. The construction
of miniature agents has the potential to enable massively parallel operations such
as distributed sensing and actuation [1], fast manipulation of small-scale materials
for repair operations [2], and smart materials that can change their own shape or
physical properties [3].

Among other methods for the fabrication of micro/nanodevices, one possibility
is to build robotic systems to manipulate matter. The physics at these small scales is
very different from what one is used to on the macroscale. Forces scale differently as
dimensions are decreased. Inertial (volumetric) forces, such as weight, that dominate
on the macroscale are negligible with respect to areal (adhesive) and peripheral
(capillary) forces, especially at scales smaller than 10 μm [4–6]. Thus, to be able
to control manipulation, the first step is to theoretically model and experimentally
investigate this new environment.

Micro/nanomanipulation implies precise interactions with micro/nanoscale ob-
jects by pulling, pushing, cutting, indenting, picking, and placing. In this context,
submicron- or nanometer-scale resolution positioning is imperative. The atomic
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force microscope (AFM) is a suitable tool for micro/nanomanipulation. It offers
the benefit of locally and directly interacting with small-scale phenomena on the
order of a few nanometers. This ability provides precision and repeatability in
micro/nanorobotics. Using an AFM for manipulation has its drawbacks as well.
Since manipulating matter from the bottom up with a single end-effector is a serial
process, it mainly suffers from a limitation on speed. Moreover, since imaging is
generally limited by intensity and the wavelength of light, real-time visual feedback
on the nanoscale is challenging. Further, current AFM manipulation systems are
generally manually controlled by an operator; future tools must be automated for
increased speed, repeatability, and ease of use.

One method of producing micro/nanostructures is to utilize micro/nanoelectrom-
echanical systems (MEMS/NEMS) monolithic fabrication processes, which have
a top-down approach. These processes typically start with a block of material
and move down to achieve the final product with generally some chemical and/or
optical lithography routines. The most important drawback of this approach is that
unfortunately, not every three-dimensional geometry can be achieved with it. This
fact is summarized in the definition of MEMS/NEMS fabrication processes, which
are said to be 2 1

2 -D processes. These processes typically yield structures that are
extrusions of a 2-D sketch with minimal undercuts, whereas one can potentially
achieve almost any 3-D design, with a resolution comparable to the size of subunits,
using a layer-by-layer manipulation and assembly process. Also, materials that
can be used with MEMS/NEMS processes are limited. More recently, 2-photon
polymerization methods have also emerged as a way to create nanoscale 3-D
structures in plastics [7–9].

In contrast, micro/nanomanipulation techniques are generally understood to
mean moving subunits, such as molecules, particles, and rods, to achieve the
final product as an assembly with a bottom-up approach. Potentially, micro/nano-
manipulation could achieve any 2-D or 3-D structure imaginable, using layer-
by-layer operation similar to the 3-D printers in larger scales, with subunit size
resolution. This potential, however, has yet to be investigated. Also, it does
not necessarily have limits on the materials to be used, although some material
combinations admittedly work better than others due to the interplay between the
respective adhesive forces. Current contact manipulation methods suffer from lack
of automation [10] and control. The lack of understanding of contact mechanics at
the micro/nanoscale is the biggest limiting factor. In addition, a lack of even the
simplest sensory feedback makes controlled manipulation problematic.

There have been many 2-D and 3-D micro/nanomanipulation methods proposed
in the literature: pushing using a nanoprobe [11, 12], pick and place with a
gripper [13, 14], a single finger [15–17], and certain noncontact methods such as
optical tweezers [18], magnetic tweezers [19], (di)electrophoresis [20–22], and
electroosmosis [23]. While automation has been demonstrated for some of these
studies, generally automated utilization of real-time sensory feedback to close
the loop is still lacking, especially for nanomanipulation. We believe that control
systems will be integral parts of micro/nanomanipulation in the future as precision
positioning, repeatibility, and performance optimization are able to be handled
effectively with feedback control using force and/or visual information.
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This work focuses on developing 2-D automated micro/nanomanipulation con-
trol systems using mechanical pushing or pulling with an AFM tip. Using robotic
systems of relatively inexpensive components, the study aims to bring a powerful
alternative for automated micro/nanoparticle manipulation, with control over the
success of each operation. Our manipulation algorithms are similar at both micro-
and nanoscales. Particle positions are determined by image processing, and particle–
target pairs are made by a task planner to minimize obstacles. Particles are pushed
in piecewise linear trajectories, and contact loss is checked during manipulation.
When the error between particle and target positions is below a certain threshold,
manipulation is completed. Using spherical particles simplifies the problem, since it
removes the orientation degree of freedom. Nevertheless, the work is generalizable
to different materials, sizes, and geometries.

Microparticle manipulation is relatively easier than nanoparticle manipulation,
since the positions of microparticles can be detected from visual feedback. Our
microparticle manipulation system is detailed in Sect. 4.2. Here, we define micropar-
ticles as objects that have characteristic dimensions in the micron size and are visible
under a conventional optical microscope without any modifications.

For nanoparticles, conventional visual feedback from an optical microscope is
challenging, since such particles are smaller than the diffraction limit of light. Some
advanced subpixel averaging algorithms help detect particle positions below this
size limit [24], but they may have trouble distinguishing particles that are disordered
and closer to each other than a certain threshold, which may limit generality. AFM
gives an alternative way to measure nanoparticle positions from an initial AFM scan,
called the “reference image.” A similar manipulation process can be devised for
nanoparticles using force feedback, provided that particle positions can be estimated
using force. Therefore, Sect. 4.3 builds on the results of Sect. 4.2 for the case of
force-based nanoparticle manipulation.

Spherical micro/nanoparticles deposited on flat substrates are manipulated in
linear trajectories by the AFM tip. These trajectories are selected by an automated
task planner to achieve obstacle avoidance and to minimize blockages to the linear
trajectories and hence maximize speed. Furthermore, to achieve successful assembly
of multiple particles, an assembly algorithm is used in addition to the task planner.
Automated pattern formation and assembly of multiple micro/nanoparticles are
described in Sect. 4.4.

4.2 Vision-Based 2-D Microparticle Manipulation

In this section, an atomic force microscope (AFM) probe tip is utilized to push and
pull spherical polystyrene (PS) particles of diameter 4.5 μm on a flat glass substrate
in 2-D [25]. Automated contact manipulation of microparticles under an optical
microscope requires fast image-processing algorithms to detect the particles in real
time, a means to convert the pixel dimensions in image coordinates to distance in
world coordinates, and an algorithm to realize closed-loop manipulation.
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Fig. 4.1 Structure of an automated micromanipulation system using an AFM probe for push-
ing/pulling microparticles on a glass substrate using top-view optical microscope visual feedback.
Reprinted with permission. c© 2007 IEEE

The experimental setup is designed as shown in Fig. 4.1 for automated pushing
or pulling of microparticles using an AFM probe tip. A glass slide carrying the
particles on the bottom side is attached to a nanometer precision XY piezoelectric
stage (Queensgate NPS-XYZ-100A, with effective x-y-z range of 100 μm × 100 μm
× 15 μm with ±5-nm closed-loop precision). The stage has its own closed-loop PID
controller using capacitive sensors and driver that takes position inputs from a PC
with a D/A card and moves to those positions rapidly. The z-axis is extracted from
the piezoelectric stage and attached to another, manual, stage. An AFM probe is
attached to this z-stage upside-down, so it can touch the bottom side of the substrate,
and hence the particles, on command. This inverted probe setup is required to avoid
obstructing the images of the microparticles during micromanipulation for real-
time visual servoing control. This setup is placed under a top-view reflective-type
optical microscope (Nikon Eclipse L200) with a video camera (Dage-MTI DC-330),
connected to a frame-grabber on the PC to close the loop.

A constraint in this inverted configuration is the necessity of a transparent
substrate. Particles are deposited on the glass slide in a deionized water solution
that is passively evaporated. The setup can easily be used in an inverted microscope
system by depositing the particles on the top of a glass slide and touching with the
probe from the top.

As mentioned briefly above, the dominance of inertial and gravitational forces
diminishes as objects scale down to the microscale. Therefore, adhesive forces
begin to play the most important role in the manipulation process. Since these
forces are contact geometry dependent, a pick-and-place approach is hard to achieve
due to release problems. It is much more likely for the particle to get stuck when
one is using grippers, which necessarily have larger surface areas than that of a
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a b

Fig. 4.2 Effective forces during (a) particle pulling with the substrate motion and (b) particle
release with the probe motion. A front view of the conic AFM probe is depicted in this figure,
while manipulation is invariant with respect to the relative orientation

single-finger AFM tip. If one uses an AFM probe with a very sharp tip (Ultrasharp
NSC12/50 noncontact probe made by Micromasch Inc.), adhesive forces are unable
to cause permanent stiction.

In theory, adhesive forces between the substrate and particles should be much
larger than those at the tip–particle interface. However, this theory assumes that
contact with the object is conducted with only the tip, which is not the case in
practice. Instead, particles contact the side of the tip, and the area of contact is much
larger. Still, for the selected tip, it has been experimentally verified that repeatable
release can be achieved for a vertical motion, and adhesion can stick the particle to
the tip for slow horizontal motions in a quasistatic equilibrium. This enables pushing
and pulling of particles by the tip, while no permanent stiction occurs. The effective
forces during the manipulation of particles horizontally or when they are released
and come into contact with particles vertically for the success of a manipulation
task are investigated in Sect. 4.2.1 and depicted in Fig. 4.2. The relationship of the
net horizontal force to the cone half angle θ and particle radius, while pulling the
particles, is shown in Fig. 4.4.

To visually detect microparticle positions, a fast image processing algorithm is
utilized. This gradient-based circle-detection algorithm is described in Sect. 4.2.2.
Using the particle-detection algorithm, we then devised an iterative sliding mode
observer to estimate the parameters of the transformation between image coordi-
nates and world coordinates. An observer is similar to but more versatile than a
least-squares estimation, since it can adapt to changes in the transformation matrix
over time.

Regarding the design of the particle-control algorithm, we have chosen to
use sliding mode control (SMC). SMC is a robust control technique with many
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important features including insensitivity to matched parameter variations and
disturbance rejection. SMC works by constraining the plant on a predefined
manifold in the state space, therefore reducing the order of the motion [26–28]. The
key to SMC is selecting a manifold such that the control objectives are realized when
motion is confined to this manifold. The inclusion of the sliding mode estimator
enables one to convert references in image coordinates to world coordinates and also
to extrapolate the positions between the two frames for a larger bandwidth and hence
smoother and faster motions without overshoot. This is addressed in Sect. 4.2.3.

Finally, an accurate and fast position controller should be designed to move
the AFM probe tip relative to the glass slide and interact with particles to move
them into their target positions. The simple position controller used is explained
in Sect. 4.2.4. The internal controller of the piezostage cannot perform positioning
in different axes simultaneously; it has a queue to store commands and performs
them sequentially with typical rise times of about 10 ms. To combat this, our control
commands a smooth velocity in an arbitrary direction, with negligible zigzags.

4.2.1 Force Modeling for Tip-Based Microparticle Manipulation

Since the AFM probe tip radius is tiny (around 20 nm) with respect to the size of
the particles to be manipulated by pulling/pushing, the contact area with the particle
is much smaller than the particle substrate contact. This leads to a small adhesive
force, which means that a permanent stiction of the particle on the tip can be avoided
by a vertical release motion of the tip. When a particle is being pulled horizontally
on the glass slide, the adhesive force on the tip–particle interface is opposed by the
particle–substrate friction, which may not be enough to prevent the particle from
moving. Moreover, contact with the side of the probe (which has a length of about
20–25 μm) is likely, and this further increases the pull forces compared to adhesive
forces on the surface.

A theoretical analysis on using pulling for the manipulation of microparticles is
discussed in this section. Since the friction for a particle spinning around its vertical
axis (spinning friction) is much lower than either rolling or sliding friction for such
a particle, even a small alignment error of tip to particle center results in spinning of
the particle [12]. This causes an instability and makes it harder to control a push-only
manipulation. In contrast, pulling provides a stable alternative. Hence, this force
analysis has two objectives. First, it will provide us with an understanding of contact
manipulation on the microscale. And second, it will investigate the possibility of
pulling as a means of microparticle manipulation.

Effective forces in the system for horizontal (pushing or pulling) and vertical
(approaching or retracting) tip motions are depicted in Fig. 4.2. Even for future
high-yield production systems, in which the tip will scan as fast as possible (a few
hundred hertz), the motion’s speed will still be small compared to the adhesive
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dynamics at the microscale. Therefore, the system can be considered to be in
quasistatic equilibrium, so that

−FT
N cosθ +FT

F sinθ = FS
F , (4.1)

FT
N sinθ −FT

F cosθ = FS
N , (4.2)

where the subscripts denote normal (N) and frictional (F) forces and the superscripts
indicate forces at the interface of the particle with the tip (T) and substrate (S). Note
that the first equation is written for the pulling case, while the second equation is for
particle release. The angle θ is the angle of the tip shape with respect to the vertical
axis. For a conical tip, this angle is invariant with respect to the direction.

According to this geometric interpretation, for particles to be pulled into their
target positions, the net horizontal force exerted on the particle by the probe should
be larger than the frictional force exerted by the glass slide. For the particles to
adhere to the tip, the vector sum of the horizontal components of normal and
frictional forces on the tip should be larger than the maximum frictional force on
the glass slide.

Also, for the particle to be released from the tip after successful positioning, the
vector sum of the vertical components of the normal and frictional forces on the
tip should be smaller than the adhesive force on the glass slide. This can be further
explained by the following inequalities:

−FT
N cosθ +FTmax

F sinθ > FSmax

F , (4.3)

−FT
N sinθ +FTmax

F cosθ <−FS
N . (4.4)

The maximum negative value (that is, the minimum value) of the normal force in
contact mechanics is the adhesive force (i.e., −FT

N = FT
A and −FS

N = FS
A in the

inequalities above).
Adhesive force (pull-off force) is related to the equivalent radius R between two

contacting spheres with radii r1, r2 and the relative surface energy Δγ according to
the Johnson–Kendall–Roberts (JKR) elastic contact mechanics model by [12,29,30]

FA =
3
2

πΔγR. (4.5)

For the PS–SiO2 interface, Δγ ≈ 2
√γPS γSiO2

. Material properties are given in
Table 4.1. The equivalent radius can be found from

1
R
=

1
r1

+
1
r2
. (4.6)

Here, since the tip–particle interaction is a cone–sphere elastic contact, the cone is
approximated as a sphere with radius equal to the radius of the level curve (circle)
at the contact with the particle:

rc = rt +(rp(1+ sinθ )−L) tanθ , (4.7)
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Table 4.1 Material
properties for the theoretical
analysis

E (GPa) ν γ (mJ/m2)

Polystyrene 3.8 0.34 50
Glass (SiO2) 73 0.17 160

where rc is the cone radius at the contact, rt = 20 nm is the radius of the tip,
rp = 2.25 μm is the particle radius, and L is the tip sample separation. Also at
the particle–substrate interaction, the flat surface could be considered a sphere of
infinite radius to yield an equivalent radius equal to the particle radius.

We define the maximum frictional forces simply as

Fmax
F = τA, (4.8)

where τ is the interfacial shear strength and A = πa2 is the contact area with a as
the contact radius. The value of τ is found to be directly proportional to the effective
shear modulus [12, 31], given as

G = 2G1G2/(G1 +G2), (4.9)

where Gi =
Ei

2(1+νi)
is the shear modulus, Ei is the Young’s modulus, and νi is the

Poisson ratio for i = 1,2.
The ratio τ/G, however, is strongly dependent on the contact radius [32,33]. For

a small contact area (a < 20 nm), this value approaches the strength of a perfect
crystal (1/30), while as the contact radius increases (a > 50 μm), the ratio decreases
to a smaller value of about 1/1,286 (Peierls stress) [33]. Using the scale-dependence
given in [32] and assuming a single dislocation in sliding friction for simplicity, we
are using the relation shown in Fig. 4.3 to calculate the interfacial shear strength in
our analysis.

For calculating A, its radius can be determined from the JKR contact radius
equation [29]

a =

[
R
K

(
N + 3πRΔγ +

√
6πRΔγN +(3πRΔγ)2

)]1/3

, (4.10)

where N is the net normal force and K is the equivalent Young’s modulus of the two
spheres, which is defined as

K =

[
3
4

(
1−ν2

1

E1
+

1−ν2
2

E2

)]−1

. (4.11)

In attempting to pull an object moving horizontally, the vertical (normal) force Fs
N

on the particle by the glass slide could be calculated as in (4.2). Putting this force
in (4.8), the maximum frictional force on the slide can be determined. Graphing
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Fig. 4.3 The dependence of the interfacial shear strength on the contact radius normalized by the
Burgers vector b = 0.5 nm. The dashed lines indicate the two limits on the value of τ/G. For small
contact radii, interfacial shear strength approaches the strength of a perfect crystal, whereas for
large contact area, it converges to the Peierls stress
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Fig. 4.4 Theoretical net horizontal forces in pulling PS microparticles of different sizes, according
to tip-cone half-angle θ . For successful pulling, horizontal forces should be positive (i.e., in the
pulling direction). Here L = 0.5 μm

FT
A cosθ + FTmax

F sinθ − FSmax

F with respect to θ for different particle radii, we
investigate theoretically in Fig. 4.4 the effects of the tip-cone half-angle on pulling
PS microparticles.
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In this figure, the net horizontal value needs to be greater than zero according
to (4.3) for successful pulling. A similar analysis on the net vertical force on the
particle on being released according to (4.4) showed that this relation is always
satisfied.

This analysis showed that a conic AFM probe can be used to pull PS microparti-
cles into position using side contact manipulation. It is obvious that smaller particles
are pulled more easily. Furthermore, there is an optimal contact (tip half cone) angle
to maximize the horizontal force in pulling direction, which is due to the vector sum
of the adhesive and friction forces in the tip–particle interface. Therefore, stable
manipulation of microparticles can be achieved by not only pushing but also pulling.

4.2.2 Image Processing

The first challenge and the starting point of the experimental work is the real-
time detection of particles using optical microscope images. Since an image-based
controller will be utilized to ensure the mechanical manipulation of particles to
their respective target positions by pushing and pulling with an AFM probe tip,
it is imperative to process each frame as it is fed to the frame-grabber and update
positions accordingly. The OpenCV library is used to handle all image-processing
tasks.

Spherical PS particles (Banglabs Inc.) 4.5 μm in diameter were used for all
experiments. PS particles were chosen to be manipulated because they can be used
in optical microdevice prototyping applications; are hydrophobic, which removes
the effects of capillary forces; and are commercially available in a wide range
of sizes. Under the microscope, any spherical object, and hence these particles,
appears circular. Many circle-detection schemes have been proposed in the image-
processing literature. Among them, the Hough transform is the most commonly
used algorithm that is known to be robust under noisy conditions [34]. In general, it
is possible to detect any arbitrary shape that can be quantized with parameters [35].
Although it has many favorable properties, the most critical problem of the Hough
transform is the fact that it is slow and hard to include in a real-time process. There
have been some improvements to the generalized Hough transform, such as adding
gradient-direction information and probabilistic calculations [36]. However, even
with these improvements, the speed of the process is still inadequate for processing
every frame repeatedly.

Utilizing the gradient directions of a gray-scale image, Rad et al. [37] proposed
a new algorithm to detect circles quickly. The algorithm is based on the two
reasonable assumptions that for each circle:

1. There will be pairs of gradient vectors with opposite directions.
2. The slope of the line that connects the two base points of these vectors will be

about the same as the slope of the first vector.

The details of this particle-detection algorithm are given in Algorithm 1.
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Algorithm 1 Detection of Particles

1: Calculate the gradient image.

• Calculate the x and y gradients using the Sobel operator.
• Calculate the magnitude and direction of gradients at each pixel.

2: Utilize an adaptive threshold Th according to the maximum gradient magnitude max(gr) such
that T h = K max(gr), K ∈ [0,1].

3: Search for pairs of gradient vectors with the two properties mentioned above.
4: Utilize a voting mechanism to avoid false positives.
5: Search for circles with the predefined particle radius.
6: Disregard circles closer to each other than a specified threshold value.

This algorithm is robust in detecting particles, with the exception of the case in
which multiple particles are in contact. Application of the algorithm takes about
0.03 s for a frame of 320× 240 pixels, which allows every frame to be processed
(15 frames per second in our system). We are using this algorithm as a component
of our controller due to its above-mentioned benefits.

4.2.3 Parameter Estimation

Before focusing on pushing/pulling of particles, it is necessary to discuss calibra-
tion of the camera. One necessity of visually servoed micromanipulation is the
calibration of the length scale between the image frame and the real world. A
transformation or even a simple lookup table can be used to quantify the mapping
between the image and real-world frames. Since using or generating lookup tables
is time- and resource-consuming, and using purely mathematical procedures might
yield inaccurate results, an iterative discrete sliding-mode parameter observer is
proposed to converge to the solution in this study.

The mapping between the two frames is a linear transformation. This mapping
can represent any 3-D orientation of the real-world frame as projected onto the
image frame. Assuming that a piezostage is fastened carefully under the microscope,
the elements of the transformation matrix A ∈ ℜ2×2 and the translation vector

b∈ ℜ2×1 would be constant. Here, A=

[
a11 a12

a21 a22

]
and b=

(
b1 b2

)T
. The resulting

transformation operation could be described in parameter space as

xi =

[
xr yr 0 0 1 0
0 0 xr yr 0 1

]

︸ ︷︷ ︸
K

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

a11

a12

a21

a22

b1

b2

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

︸ ︷︷ ︸
p

, (4.12)
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where xi ∈ ℜ2×1 is the state (position) vector in the image frame, xr, yr are the
positions in real coordinates, and p ∈ ℜ6×1 is the parameter vector, to be estimated
by the observer. One important requirement for the matrix K is that rank(K) = m= 6
for the proposed sliding-mode estimator to converge to a solution. This means that
the number of states should be equal to at least the number of parameters, which is
not true in its current definition. Assuming that the transformation is constant (for at
least two iterations), this matrix is redefined below to become a nonsingular (square)
matrix.

The parameter estimator is, as mentioned, an iterative one. This means that
discrete values are obtained for the input and output vectors iteratively with a similar
approach to the controller previously designed in [27] and [38]. Simply combining
the current values with the two previous values, (4.12) becomes

xi =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

xr
k yr

k 0 0 1 0

0 0 xr
k yr

k 0 1

xr
k−1 yr

k−1 0 0 1 0

0 0 xr
k−1 yr

k−1 0 1

xr
k−2 yr

k−2 0 0 1 0

0 0 xr
k−2 yr

k−2 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
K

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

a11

a12

a21

a22

b1

b2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

︸ ︷︷ ︸
p

(4.13)

redefining the image state vector as xi =
(

xi
k yi

k xi
k−1 yi

k−1 xi
k−2 yi

k−2

)T
. Defining

the estimated parameters as u ∈ ℜ6×1 and the image state vector according to this
estimation as x̂i = Ku, the estimation error (and the sliding mode variable) becomes

σ = e = K(p−u). (4.14)

If det(K) = 0, then for stability, a positive definite Lyapunov function of the form
ν(σ) = σ T σ

2 is used, with derivative ν̇(σ)=σT σ̇ . If the control function is designed
such that

σ̇ +Dσ = 0, (4.15)

for a positive definite symmetric matrix D ∈ ℜm×m, the Lyapunov function deriva-
tive becomes a negative definite function ν̇(σ) = −σT Dσ , which satisfies the
Lyapunov stability criterion.

From (4.14), the sliding mode variable is seen to be

σ = K( p︸︷︷︸
ueq

−u). (4.16)

Here ueq ∈ ℜm is the equivalent control defined by Utkin [26], which makes σ = 0.
Solving (4.16) for ueq yields

ueq(t) = u(t)+K−1σ . (4.17)
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Fig. 4.5 Simulation results for the sliding-mode iterative parameter estimator. Reprinted with
permission. c© 2007 IEEE

Putting (4.16) in (4.15), we obtain

σ̇ +DK(ueq(t)−u(t)) = 0, (4.18)

and the only unknown that prevents the calculation of u is ueq, which is hard to
calculate. However, since it is a smooth function, an approximation could be made
using the previous time-step value of u in (4.17) such that ueq(t) ≈ u(t − Δ t) +
K−1σ . Using this approximation in (4.18) and solving for current u gives u(t) =
u(t −Δ t)+ [DK]−1(σ̇ +Dσ)|t−Δt , or in discrete time,

uk = uk−1 +[DK]−1(σ̇ +Dσ)|k−1 . (4.19)

The effectiveness of the proposed observer is demonstrated on simulation results
in Fig. 4.5. The experimental results are in line with these results, since similar
convergence curves are achieved.

4.2.4 Automated Single-Microparticle Manipulation

The piezo stage receives commands of target positions and moves to those specified
positions using its own controller. These target positions can, however, be consid-
ered control inputs for moving the particles to pixel positions in image coordinates.
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There are two initial issues in positioning the particles accurately and moving
them with the probe. First, even though the controller can run at a bandwidth of 3–
5 kHz, the images are updated at only 15 Hz, which, in turn, defines the speed of the
feedback loop. This causes either large rise times or overshoots in positioning, both
of which are unacceptable. To solve this problem, the parameter estimator designed
in the previous section is utilized to extrapolate the data between the two frames and
provide a rough estimate of the real-time position of the particle of interest.

The second problem is due to the nature of the setup. Since the whole glass
slide moves with the stage, target positions of the particle are not stationary, and
they should be updated by the program. One solution to this problem is to use a
reference on the glass slide (another particle) inside the frame that is untouched
by the probe. Initial experiments used this approach, which simplifies the updates.
Figure 4.6 gives an example in which a stationary particle is picked as the reference.

However, this approach adds a constraint, namely that there needs to be another
particle present in the scene during manipulation. One other solution employs the
estimated transformation between the world frame and the image frame. There are
two sources of error in this approach. First is the error in estimation, which is
less than 2 pixels (0.6 μm). Second is the error caused by the pixel discretization,
which is by definition smaller than a pixel, but it accumulates throughout the
manipulation to result in large errors if it is not accounted for. However, in this
work, pixel discretization was taken into account to remove that accumulation,
and the constraint of having another particle on the screen all the time is lifted.
This approach was used to obtain the results discussed in the final section and
demonstrated in Fig. 4.23.

Also, having to have another particle detected in the scene all the time caused
the manipulation to be slower than what would have been possible had one not
been concerned with not losing the reference particle outside the region of interest
described in Sect. 4.2.2. An individual manipulation took a little more than 1 min
with this approach. However, with the second method, this time was reduced to
15 s on average. The former method also eliminated the possibility of an assembly
operation, since once two particles contacted each other, the gradient image was
affected, and a particle that had already been assembled could not be detected as
easily and would not be able to be used as a reference. The assembly of particle
patterns using the estimated transformation is demonstrated in Sect. 4.4.

With these necessary additions to the manipulation algorithm, a simple controlled
trajectory-generation procedure can be devised to realize successful positioning of
particles. As mentioned above, motion trajectories of the tip relative to the glass
slide are almost linear. First, two z-positions of the probe that induce and eliminate
contact with the particles are determined. The vertical distance between the two
positions is more than the particle diameter to ensure that tip–particle contact can
occur only when intended for manipulation. The algorithm decides whether to move
the probe up or down depending on whether it wishes to push or pull the particle.

For manipulation, the substrate is moved such that the tip is right behind the
particle according to the line that connects the particle to its target position. Then,
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Fig. 4.6 Optical microscope top-view images of (a) before and (b) after controlled manipulation
of a single PS particle of diameter 4.5 μm to a target position autonomously. Although the
microparticles are spherical in shape, a cross shape appears on top of them due to optical artifacts.
Reprinted with permission. c© 2007 IEEE

the probe is moved up, and the particle is pushed forward. If the particle spins
around the tip, then it continues to be pulled toward the target. Whenever the tip
loses contact (i.e., distance between the two is larger than the radius), the whole
process repeats. The algorithm terminates when the position error is less than
2 pixels (0.6 μm). It should be noted that the controller behaves the same for pushing
and for pulling particles.
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Finally, to realize manipulation it is imperative to move the slide accurately for
the tip to reach its target stably. To ensure this, a velocity that varies linearly as a
fraction of the pixel distance between the current and target positions of the tip is
calculated so that it satisfies the Lyapunov stability criterion

v = ėp =−Dep (4.20)

for positive definite D, where ep is the position error vector. To eliminate large tip
speeds for small position errors, the calculated Lyapunov velocity is saturated to a
small maximum value. From the saturated velocity in image coordinates, the x and
y components of the next time step are extracted and converted to world coordinates
using the transformation given in Sect. 4.2.3. This motion, in very small increments,
is run at around 3–5 kHz until the errors are less than 2 pixels (0.6 μm).

This vision-based algorithm is implemented on a PC. Initially, the user is asked
for the tip position, the particle to be moved, the target position, and the reference
particle, as shown in Fig. 4.6. Then it runs the parameter estimator for 15–30 s
to converge to a solution, while the stage is moved in a circular trajectory of
radius 10 μm to eliminate any singularities. To reduce any sort of disturbance or
discretization error, 10–15 data points (current and previous positions of a particle)
are used. Then the process explained above is run until the particle is moved to
its target position with an error smaller than 0.6 μm. No obstacle avoidance is
implemented at this point.

To test for repeatability and to analyze the errors of positioning, a single particle
is pushed/pulled random distances to user-specified random target positions 59
times. The average error and standard deviation in these successive manipulations
are 0.49 and 0.14 μm, respectively. With the described method, we encountered no
failure in the manipulation of microparticles in our experiments.

4.3 Force-Based 2-D Nanoparticle Manipulation

AFM nanomanipulation systems are mostly utilized for two-dimensional (2-D)
manipulation tasks such as lithography (as in writing a pattern on a flat surface)
[39–41], dissection [42, 43] and particle positioning. Several groups have worked
on AFM based particle manipulation to show its feasibility [39, 40, 44–51]. The
techniques used in these studies usually involved turning servo feedback off or
decreasing the voltage set point of the signals, which are normally used to scan a
surface, in order to decrease the distance between the substrate and the AFM tip, so
that particles can be mechanically manipulated rather than having the tip of the AFM
probe jump over the particles. These applications all can be referred to as push-and-
look manipulation examples. This discussion suggests three of the most important
problems in AFM-based nanomanipulation: reliability, speed and precision.
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Due to the lack of real-time visual feedback during nanomanipulation, automated
manipulation with AFMs has been a strong need in the field. Only one group [52,53]
has recently demonstrated automated AFM-based nanoparticle manipulation using
a drift-compensation method to position 28 nanoparticles with 15 nm diameter in
an operation time of approximately 40 min. The images of manipulated particles
were an impressive indication of the reliability of the system; on the other hand,
a quantitative analysis of success rates of manipulation attempts is not included,
and force feedback of the AFM probe is not utilized during nanomanipulation for
control.

To increase the speed of AFM-based nanomanipulation and to demonstrate the
success-rate issues in detail, this section focuses on developing a 2-D automated
nanomanipulation system using force feedback. The AFM tip is utilized to push
gold nanoparticles of diameter 100 nm on a flat mica substrate covered with a
thin layer of Poly-l-lysine (PLL) in 2-D. The sample is prepared following the
procedure in [46]. The manipulation principle for nanoparticles is very similar to
that for microparticles, though with some important additional issues that need to be
addressed. First and foremost of these issues is the fact that visual feedback from an
optical microscope is no longer useful at the nanoscale. Even though some methods
exist that utilize fluorescence or digital image correlation [24], these methods can
require additional image-processing capabilities.

Particle position values are more difficult to find in real time than after postpro-
cessing the images. Since AFM was originally an imaging tool, high-resolution 3-D
topographic images of the substrate containing the particles can be taken before
manipulation to detect the initial positions of the particles. However, it is very
challenging to use AFM simultaneously in both imaging and manipulation modes.

A possible method to simultaneously detect and control the position of single
particles by AFM is to use force feedback, which may allow the detection of the
force exerted by the particle on the tip and an indirect estimation of the particle
position. This task, however, has two main issues. First, any nonphysical crosstalk
effects on the normal and lateral force signals of the AFM must be compensated.
A crosstalk compensation procedure is proposed in [54] to reduce these effects.
Second, and more importantly, since there are only two deflection measurements of
the 3-D force information, these signals are inherently a coupled representation of
the full force vector. This renders force information in 3-D not readily available.

If all three components of the force vector acting on the tip could somehow be
available, one could roughly deduce the nanoparticle’s position from the projected
angle of this vector to the horizontal plane parallel to the flat substrate. Since this
information is unavailable due to the unavoidable coupling of horizontal and vertical
force components in AFM measurements, the next-best thing is to use the available
information to ensure that the tip is in contact with the particle. This force-based
contact-loss algorithm provides some control over the success of each individual
push (or pull) operation, since it enables the automated system to determine whether
it is currently in contact with a particle.
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Fig. 4.7 Overall system structure of the automated nanoparticle manipulation setup. Reprinted
with permission. c© 2009 IEEE

As the most important contribution of this study, the performance of each
automated manipulation operation is improved using a contact-loss algorithm that
continuously tracks the real-time force feedback of the AFM probe, in contrast to the
traditional blind push-and-look approach. The contact-loss algorithm dramatically
changes the reliability of the system, because if contact loss can be detected during
manipulation, it is easier to detect errors in the positioning and pushing operation.
The performance of the system is investigated through a statistical study to form a
quantifiable basis of development and comparison. The work can be generalized to
different materials and geometries.

Another problem arises due to drift in the AFM system itself. Due to thermal
and piezoelectric drift (creep), the particle positions will change over time, and
the positions extracted from the reference image will no longer be valid for long
operations of multiple-particle manipulation that take more than about 15 min.
This problem is discussed in [55], and a compensation procedure that has a small
processing burden on the main manipulation task is devised. This procedure allows
manipulation operations to take place as if no drift existed. Therefore, drift problems
will be neglected for the remainder of the chapter.

4.3.1 System Description

Figure 4.7 displays the overall layout for the automated nanomanipulation system.
An AFM (Veeco, Autoprobe M5) with an AFM cantilever (Veeco, BESP, kn =
3.2 N/m, calibrated via Sader’s method [56]) is used as the nanomanipulator, which
is accessed by a Windows 95-based PC (AFM PC). A client–server program is
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created on the AFM PC that allows an external PC to connect to the AFM through
TCP/IP Ethernet (the Veeco SPMAPI is used to interface with the AFM). The
main control PC uses real-time Linux (RTAI 3.3, Ubuntu Linux 2.6.15) and an
interface program written in C++. It interfaces with the AFM PC through a
direct Ethernet connection. A 3-DOF piezoelectric nanopositioning stage (Physik
Instrumente P-753, 12-μm range, < 1nm precision) is used as the positioner in the
AFM, which allows for a faster control bandwidth compared to actuating the AFM’s
nanopositioner through TCP/IP. The three axes of the piezo stage are controlled
through its dedicated controller (Physik Instrumente E-612) by the main control PC
using three D/A outputs (Adlink PCI-6208). Positions are read from the amplifier
using an A/D converter (National Instruments PCI-6024E). In addition, the AFM’s
normal-deflection signal (A-B voltage signal) is read directly from the AFM with
the A/D converter. The total control bandwidth is 1 kHz, which is limited by the
data-acquisition system.

For operation, a sample is placed on the custom nanopositioner, and the
AFM probe is automatically positioned on the sample a short distance from the
surface. The AFM noncontact mode (NCM) is used in order not to move particles
inadvertently during imaging. By default, the AFM servo positions the probe with
an offset over the surface to maintain a constant vibration amplitude on the substrate.
The software in the main control PC has the capabilities of turning the servo
feedback control on and off, positioning the tip with high precision, changing the set
point of NCM tip-vibration magnitude, taking noncontact images of the substrate,
and making single line scans or line travels on a given line with a given length.

An issue for nanoparticle manipulation, especially for a large number of particles,
is thermal drift. Due to their thermal properties, all AFM components change
size under small changes in temperature, which leads to the AFM tip translating
in 3-D space. This motion is generally very slow, but it can be detrimental to
the success of long experiments that deal with objects on the order of a few
nanometers. To limit problems due to drift, we wait for the drift velocities to
go below 5 nm/min before beginning the experiments, and we limit ourselves to
proof-of-concept demonstrations that involve the manipulation of fewer than ten
nanoparticles. Higher-volume manipulation can be achieved by utilizing a recent
drift-compensation method [55], which utilizes a particle-filter algorithm and adds
minimal overhead to the manipulation operation.

The 100-nm-diameter gold colloid nanoparticle samples are prepared with the
procedure stated by Baur et al. in [46]. Commercially available nanoparticle sam-
ples, often used for SPM calibration tasks, are used. The overall procedure consisted
in adsorbing 20 μ l of 0.1% Poly-L-Lysine (PLL) onto freshly cleaved mica for 20–
60 s, rinsing with deionized water, and drying with nitrogen. Immediately after
drying, 20 μ l of gold colloidal solution was adsorbed onto the treated mica for
5 min or more, depending on the surface concentration needed. The sample was
then rinsed again with deionized water. After drying with nitrogen, it was finally
incubated in a 60 ◦C oven for at least 1 h. The positive charge of PLL and the
negative charge of Au nanoparticles create an electrostatic bond between the mica
surface and the particles, temporarily fixing them on the surface for imaging.
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Fig. 4.8 A sample 128 × 128 pixels2, 3 μm × 3 μm AFM non-contact-mode image of 100-nm-
diameter gold nanoparticles

4.3.2 Imaging

Since the nanoparticles are loosely held to the substrate by electrostatic forces
[46], small contact forces might disturb and move the particles if the conventional
contact-mode imaging is attempted with the AFM. To eliminate this possibility,
non-contact-mode scans are used for particle imaging. In the contact mode, the
repulsive contact forces are used to trace the topography of the surface, while in
the noncontact mode, the long-range attractive forces of the sample are used. In
the noncontact mode, the cantilever is oscillated with a certain amplitude near its
resonant frequency. As the tip interacts with the surface, the natural frequency of
the cantilever shifts, and the oscillation amplitude changes. Using a feedback loop
to regulate these changes, the tip can trace the surface without ever touching it (but
with an associated loss of resolution compared to the contact mode).

A sample 3 μm × 3 μm AFM image of the gold nanoparticles is shown in
Fig. 4.8. As seen in this image, nanoparticles look bigger than they really are, due
to tip-convolution effects.
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Fig. 4.9 3 μm × 3 μm AFM non-contact-mode images of a sequence of manual manipulation
tasks on 100-nm gold nanoparticles

4.3.3 Manual Nanoparticle Manipulation

As mentioned, the method of manipulation for placing the nanoparticles in their
respective target positions is mechanical pushing (or pulling) with the AFM tip.
A sequence of manipulation operations, performed by manual tip-positioning
commands, is given in Fig. 4.9. A simple, and blind, manipulation procedure is to
take a “before” image, position the tip behind the particle, turn the z-servo off, and
move the tip on a straight line passing through the center of the particle. After this
tip motion, the z-servo is turned on, and an “after” image is taken.

Even when an experienced user manually controls the AFM, not all attempts at
particle manipulation are successful. The most prominent source of error is the tip
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trajectory not passing through the particle center. The amount of offset is critical
for the success of this operation. Even a little offset can cause the particle to spin
around the tip or make it easier for the tip to slide over the particle, resulting in a
failure in manipulation.

As mentioned previously, thermal drift is a major concern. Figure 4.9 provides
important evidence on the detrimental effects of drift over nanoparticle manipu-
lation. Subsequent scans on the same area show a slight translation in particle
positions.

4.3.4 Force Modeling for Tip-Based Nanoparticle Manipulation

This section investigates the forces applied to the particle during manipulation by
the surface and the tip [57]. These forces were modeled previously for tribological
characterization [12, 58], and manipulation experiments [51, 59, 60] with different
focuses. Our investigation involves an analysis of pushing and pulling cases in
sliding manipulation.

Since the particle diameter in our experiments is 100 nm, a rolling type of motion
is not expected, because the rolling resistance moment at this scale is larger than the
sliding friction [58]. Another assumption we make is that the center of the particle
is found robustly before any manipulation attempt. Our particle-center detection
algorithm, which will be described in Sect. 4.3.5, has a convergence limit of 5 nm,
which should eliminate any failure due to the particle spinning off of the tip.

The main variable in our analysis is the normal stiffness of the cantilever. The
stiffness value of an AFM cantilever can be chosen almost freely. Our experimental
results show a preferred stiffness range for successful particle manipulation. One
goal here is to understand and explain this preference theoretically. Very low stiff-
ness values failed to translate the particles, while high-stiffness cantilevers moved
the particles during imaging. The desired cantilever stiffness is that which enables
both dynamic imaging (typically higher than 1 N/m) and particle manipulation.
Commercial AFM cantilevers can have stiffness values up to about 200 N/m.

Figure 4.10 displays the forces during pushing and pulling manipulations. Note
that a quasistatic assumption is made for small stage velocities in relation to
the resonant frequencies of the system. In this figure, and in what follows, the
superscripts (T ) and (S) denote the tip–particle and surface–particle interactions,
and subscripts (F), (N), and (A) denote friction, normal, and adhesion, respectively.

Pietrement’s contact mechanics model [61] provides an analytical equation that
relates the adhesive forces (Fa) and contact radii (a) with the normal forces (Fn) at
a given interface. Given the known parameters listed in Table 4.2, Fa and a can be
accurately calculated at the particle–tip and particle–substrate interfaces from Fn.

Friction at the nanoscale is dominated by the shear strength (τ) at the contact
area of the interface (A = πa2) [58]:

Ff = τA.
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a b

Fig. 4.10 Forces encountered in the tip–particle–surface interfaces for (a) pushing–sliding, and
(b) pulling–sliding cases

Table 4.2 Parameters used for nanoparticle manipu-
lation analysis. Particle radius (Rp), Young’s moduli
(E), Poisson’s ratio (ν), and interatomic distance (z0)
values are known a priori; effective surface energy
(γ), interfacial sheer strength (τ), and tip radius (Rt )
values are calibrated experimentally

Rp 50 nm Rt 130 nm
Et 170 GPa Ep 78 GPa
Es 15 GPa νt 0.17
νp 0.44 νs 0.5
γt ,s 0.304 N/m z0t ,s 0.3 nm
τt ,s 0.326 GPa

The normal force (Fs
n ) at the particle–substrate interface is directly related to the

cantilever deflection in the normal direction (δn) by Fs
n = knδn, where kn is the

cantilever normal stiffness. Note that the effective surface energy (γ) and interfacial
shear strength (τ) values for both interfaces are equal. This is due to the fact
that PLL-like polymers cover the tip as soon as any tip–substrate contact occurs
[62]. Consequently, both interfaces consist of Au–PLL contact, assuming that
nanoparticles do not roll on the surface [58] and hence do not become coated with
PLL. The tip radius (Rt) is calibrated, using the convolution effect of the particles
in AFM images, by geometric relations between the actual and apparent particle
sizes.
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For successful pushing-sliding of the particle on the surface, the following
inequalities must hold:

Fs
f

max ≤ cosθFt
n + sinθFs

f (4.21)

Ft
f
max ≥ cosθFs

f + sinθFs
n . (4.22)

Since there is no way to determine simultaneous values for normal and frictional
forces, the following worst-case equations will be used instead:

Fs
f

max ≤ cosθFt
n (4.23)

Ft
f
max ≥ cosθFs

f
max + sinθFs

n . (4.24)

Here, (4.23) means that the horizontal component of the tip–particle forces should
be larger than the friction on the surface. This condition can easily be satisfied by
the lateral deformation of the cantilever. That is, if the second inequality holds, tip–
particle contact will not be lost, and as the cantilever base is moved, the necessary
horizontal force will be achieved to move the particle (since otherwise, the cantilever
will break). Therefore, the necessary condition in pushing is (4.24), which means
that the tip does not slide over the particle (tip–particle friction is high enough to
keep the tip on the particle).

Using the above-mentioned contact mechanics equations, a simulation of the
net force (Ft

f
max − cosθFs

f
max − sinθFs

n ) according to equation (4.24) for different
contact angles (θ ) reveals that there is a lower limit of cantilever stiffness to push–
slide a particle as seen in Fig. 4.11. This result shows that for a realistic contact
angle of about 45 degrees, about 3 N/m normal stiffness is required for pushing the
particle.

Similarly, for a successful pulling–sliding manipulation, the following inequali-
ties should hold:

Fs
f ≤ Ft

f sinθ −Ft
n cosθ (4.25)

Fs
n ≤ Ft

n sinθ +Ft
f cosθ . (4.26)

Note that the first inequality is the same as in the microscale case (see equation
(4.1)) except that the contact angle θ is no longer constant and not equal to the
tip half-cone angle due to the tip contact with the particle in comparison to the
side contact in the microscale. Also, the microparticle analysis assumes that the
tip–sample separation is constant (i.e., the cantilever has a high stiffness, and its
deflections are negligible), while at the nanoscale, cantilever deflections are an
important part of the analysis.

The normal forces for the pulling case are negative and cannot be larger than
the adhesive force value in the negative direction. The cantilever bends down to
generate the pulling force, which pulls the particle forward and upward. Since the
cantilever needs to bend downward to generate the necessary pulling force, the
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Fig. 4.11 The net force acting on the particle for different contact angles during pushing–sliding
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Fig. 4.12 The net force acting on the particle for different cantilever normal stiffness values during
pulling–sliding

initial tip–substrate separation (δ0) or similarly the initial tip–particle contact angle
(θ0) needs to be higher. Assuming an initial separation of δ0 = 75 nm (θ0 ≈ 60◦) for
pulling purposes, Fig. 4.12 displays the results of our theoretical analysis.

Note that this figure should be read from right to left, since the tip contacts the
particle with higher angles and bends down due to adhesive forces and initiates
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Fig. 4.13 A flowchart description of the automated nanoparticle-manipulation algorithm.
Reprinted with permission. c© 2009 IEEE

pulling when the net force (Ft
f sinθ −Ft

n cosθ −Fs
f ) becomes positive. The second

inequality (4.26) is found to be always satisfied. An obvious lower limit on the
cantilever normal stiffness is again visible in this simulation, suggesting that a
normal stiffness of about 2 N/m is required to pull a gold nanoparticle with the
AFM tip and given parameter set that were used.

These results are in line with our preliminary experimental findings. The normal
stiffness value of our AFM cantilever is 3.2 N/m, which is suitable for both pushing
and pulling manipulations according to these simulation results.

4.3.5 Automated Nanoparticle Manipulation Scheme

The general algorithm for the autonomous manipulation of nanoparticles is outlined
in a flowchart in Fig. 4.13. The procedure starts with an initial 10 μm × 10 μm
noncontact image of the sample. On this image, the operator clicks on a particle
and a target position. The program takes a fast low-resolution 1 μm × 1 μm image
around the particle and finds the highest point of this image as an initial guess
for the particle center. Then, the particle-center-detection algorithm described in
Algorithm 2 is used on successive line scans in two orthogonal directions over the
estimated center position to converge to the actual particle center position.

The second algorithm is an altered version of the watershed algorithm [63]
widely used in image processing. Its main principle is to use the edges of a particle
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Algorithm 2 Particle-Center Detection from Linear Topography Data

1: Low-pass filter and take derivative of topography data.
2: Take the points of absolute derivative values larger than a threshold as initial guesses.
3: Iterate guess points according to their corresponding derivative values until convergence (i.e.,

xk = xk−1 +Kx dz/dx, yk = yk−1 +Ky dz/dy, and Kx,Ky ∈ ℜ+).
4: Remove one from among the guesses closer to each other than a threshold.
5: Take weighted averages of data points around the remaining guesses.
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Fig. 4.14 Sample AFM line scan data of two close particles; circles indicate the centers of the
particles detected using the center-detection algorithm. From all detected centers, the one closest
to the previous estimate is taken as the actual particle to be manipulated, and others are discarded.
Reprinted with permission. c© 2009 IEEE

as initial guesses and move these estimates according to the derivative information
to converge on local maxima. This operation detects all of the particles that appear
in the same line-scan data as seen in Fig. 4.14.

During tip travel, contact loss can be detected using the algorithm described in
Algorithm 3. As seen in Fig. 4.15, the VA−B signal is almost zero, with minimal
deviation when the tip and the particle are not in contact. However, for tip–
particle contact during manipulation, the VA−B signal starts to oscillate with a higher
magnitude around a nonzero offset. The contact-loss-detection algorithm uses this
fact as its basis. It continuously checks for a nonzero signal during manipulation,
using the mean and the standard deviation values of the normal deflection signal.
The overall algorithm runs in a loop until the final particle-positioning error drops
below a threshold value, which is defined here as 100 nm.
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Algorithm 3 Contact Loss Detection from Normal Deflection Signal

1: Wait for contact.
2: Take the latest N cantilever normal deflection signal data points; calculate their mean and

standard deviation.
3: If mean and the standard deviation values are both close to 0, contact has been lost.

Fig. 4.15 Sample AFM normal force data during a particle-pushing operation: point A is where
the tip and nanoparticle snap into contact, point B is where tip is jumping over the particle, and
point C is where the contact loss occurs. Reprinted with permission. c© 2009 IEEE

4.3.6 Experimental Results

Manipulation experiments are conducted using the procedure described in
Sect. 4.3.5. Figures 4.16 and 4.17 show sample 10 μm × 10 μm AFM images
demonstrating results of the automated nanoparticle-manipulation method.

During preliminary experiments, manipulated particles are sometimes pulled
instead of being pushed. During the manipulations that are achieved by pushing, the
final tip positions are behind the particles. The VA−B signal, which is the signal that
reflects the normal deflection of the cantilever, has a positive offset during pushing,
which means simply that the cantilever is pushed up by the particle.

On the other hand, during the manipulations that are achieved by pulling, the
final tip positions are in front of the particles that are being manipulated. The VA−B

signal has a negative offset in these cases, which means simply that the cantilever is
pulled down by the particle. Figure 4.18 shows sample VA−B data for pushing and
pulling manipulations.
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Fig. 4.16 (a) Before and (b) after manipulation of a 100-nm-diameter gold nanoparticle indicated
by the arrow. It is possible to manipulate a particle without disturbing the close neighbor particles.
Reprinted with permission. c© 2009 IEEE

Fig. 4.17 Two resulting sample patterns after a sequence of automated single-particle manipula-
tions. Reprinted with permission. c© 2009 IEEE

Pulling is a more stable manipulation technique than pushing. During pushing,
the nanoparticle can spin off the tip, or the tip can jump over the particle. For pulling,
it is easier to define the trajectory and target position of the tip to decrease the final
particle positioning error.

We also investigated the overall success rate of the system. Manipulation was
attempted on 50 different nanoparticles, and the outcomes were grouped into three
categories. Success was achieved in 86% of all manipulation trials. The particles in
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Fig. 4.18 VA−B signal during (a) pushing and (b) pulling. Sample is moving left to manipulate the
particle to the right. For pushing, particle exerts a force on the tip directed upward in the normal
direction; for pulling, particle exerts a force on the tip directed downward in the normal direction.
Reprinted with permission. c© 2009 IEEE

this category were positioned with a final error lower than the positioning-error
threshold of 100 nm. In 6% of the manipulation trials, the particles could not
be moved at all, and in 8% of the trials, nanoparticles got stuck on the tip,
which resulted in the loss of the nanoparticle and contamination of the tip. This
further caused distortions in the successive images due to tip convolution. Before
experimentation is continued, the tip can be mechanically cleaned after such trials
by scanning a clean area in contact mode.

The particles that could not be moved at all were observed to be smaller than the
manipulated ones. Particles of height 90–120 nm can be manipulated easily, whereas
particles whose height is between 50 and 70 nm cannot be moved at all. We believe
that the normal stiffness of the cantilever used in the experiments is not great enough
to move these smaller particles.

Besides the overall success rate, the performance of successful manipulations
was also evaluated by calculating the speed and the final positioning error of the
manipulations with different angles (the direction of the manipulation trajectory in
the horizontal plane) and different distances. The final position error was defined as
the actual distance between the target position and the particle center position after
the last run of manipulation. Speed was defined as the ratio between the distance
of the manipulation and the time elapsed during the manipulation. Since there is
a constant amount of time required for finishing certain tasks before the actual
manipulation of a particle begins, the average speed is expected to increase as
manipulation distance increases.

Figure 4.19 shows the variation of final positioning error and speed for different
pushing angles. As can be seen from the plots, final positioning error and speed
have no correlation with the pushing angle. Figure 4.20 shows the variation of
final positioning error and speed for different manipulation distances. The speed
increases with the distance due to the overhead operations but positioning error has
no correlation with manipulation distance.
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Fig. 4.19 Average manipulation speed (a) and final positioning error (b) results for 12 different
manipulation angles using five data points for each angle. Reprinted with permission. c© 2009
IEEE
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Fig. 4.20 Average manipulation speed (a) and final positioning error (b) results for five different
manipulation distances using 12 data points for each distance. Reprinted with permission. c© 2009
IEEE

The absence of correlation between the pushing angle and the performance
parameters shows the reliability of the manipulation procedure for all angles. The
speed increase in longer-distance manipulations is due to initial overhead operations
(making a small low-resolution image around the particle and locating the center)
taking a smaller percentage of the total time. Contact-loss detection does not cause
additional speed loss, which demonstrates that the manipulation procedure does not
need to divide a long manipulation into smaller steps. This is a direct outcome
of detecting the contact loss between the tip and the particle in comparison to
blind manipulation, where the program manipulates the particle and then determines
whether it has moved.
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4.4 2-D Arrangement and Assembly of Multiple
Micro/Nanoparticles

Since a single probe is used for pushing/pulling particles in their respective reference
frames, generating nonlinear trajectories is inconvenient and should be avoided for
simplicity. The constraint in using linear trajectories is that one particle cannot exist
between the initial and final positions of another particle.

At this point, the first reasonable approach is to use distance-based planning, so
that the nearest particle is pushed/pulled to each reference. However, in most initial
and many final configurations, two of which are shown in Figs. 4.21 and 4.23, such
a planner would fail, since the placed particles would block others.

To overcome this problem, a metric that defines the problem of blockage caused
by each particle was developed. The metric simply counts the number of blockages
that each particle and reference position causes for every possible trajectory. The
particle to be pushed/pulled is the particle that cuts the greatest number of potential
trajectories, and the reference position to which it will be pushed/pulled is the one
that cuts the minimum number of potential trajectories. This approach will take
the most “problematic” particle to the least-interfering position. The algorithm for
pattern-formation planning is summarized in Algorithm 4.

The fact that the pattern-formation-planning algorithm minimizes the number of
cuts on all possible trajectories can be interpreted as an optimization in terms of this
blockage metric. Moving the particle that blocks the greatest number of trajectories
to the target position that blocks the fewest trajectories maximizes the number
of one-trajectory manipulations. The success of the manipulation (and assembly)
of multiple particles with linear trajectories depends on this blockage metric, and

Fig. 4.21 Simulated assembly operation with a complicated target pattern using Algorithm 2.
(Numbers depict the order of manipulation.) Reprinted with permission. c© 2007 IEEE
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Fig. 4.22 The search algorithm for assembly. A suitable “first stop” is determined by searching
in radially increasing circles around the final target position. Reprinted with permission. c© 2007
IEEE

therefore, the algorithm yields a suboptimal solution to the problem. It is to be
complemented by a second, “assembly,” algorithm. With this approach, it becomes
unnecessary to implement trajectories that are more complex than simple linear
ones, which in turn decreases the total manipulation time and distance traveled.
Assuming that particles do not move by themselves, this planning could be realized
offline, before beginning any manipulation, reducing the online processing burden.

To realize an assembly of particles, there should by definition be some attachment
between them. This attachment can be in terms of chemical bonding, a bonding
material that acts as a glue, or simply adhesive forces (primarily van der Waals).
It has been experimentally verified that once the particles are brought into contact,
they have a rather strong and stable adhesion that keeps them together. This makes
it difficult to unmake a pattern once it has been made, and for this reason, it was
easier to choose new particles for continued experimentation.

The manipulation of a particle typically ends once it has been pushed/pulled to
its target position with an error less than a specified threshold. However, even with
the above scheme to minimize obstructions, it is still not always possible to pull all
particles into an assembly, since other particles can become unmovable obstacles to
the linear trajectory connecting the initial and final positions of the particle to be
manipulated. This becomes a problem especially if the number of particles is not
greater than the number of target positions and is generally more of an issue for
later manipulations.

The solution to this problem, without losing the simplicity of linear trajectories,
has been to divide the manipulation for the inaccessible target positions into two
submanipulations in linear trajectories. Another algorithm, which searches for a
second target position that is accessible from the initial position and from which
the final position of the particle is also accessible, is included.

The second algorithm is activated once there is a target position that is inacces-
sible for every particle. It searches in circles with the center at the target position,
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Fig. 4.23 Optical microscope top-view images of (a) before and (b) after autonomous manip-
ulation is used to assemble six 4.5-μm-diameter PS particles. (Numbers depict the order of
manipulation.) Reprinted with permission. c© 2007 IEEE)

increasing the radius until a suitable position is found. The entire search can be
done offline before manipulation is begun, so that it does not add any computational
burden during assembly. This algorithm is depicted in Fig. 4.22.
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Algorithm 4 Pattern-Formation Planning

1: Take a frame.
2: Detect all particles.
3: Generate all possible linear trajectories between each particle and target position.
4: Determine number of cuts on the generated trajectories by the particle and target positions.
5: for n = 1 → number of targets do
6: Determine the particle to be manipulated and the target position to which it will be moved.
7: Update number of cuts.
8: end for

Another problem might arise if a particle should be pulled to a position such that
the tip is located between the current particle and another previously manipulated
particle. This can occur if a closely packed target assembly (e.g., a 3× 3 square
consisting of nine particles) is attempted. However, even in a closely packed target
assembly, this is a small probability, since even if the AFM tip lands between two
particles, there is a good possibility that the two particles will snap into contact at the
point where they are closest to each other once the tip is moved away. Therefore, in
this work, the probability of errors due to this possibility is assumed to be negligible.

Figure 4.23 shows an experimental result of the assembly procedure. As seen in
this figure, microparticles are pulled into their target positions utilizing the pattern-
formation and assembly algorithms. The average error and standard deviation in the
demonstrated manipulation in Fig. 4.23 are 0.64 and 0.44 μm, respectively. A movie
of the complete assembly operation can be seen in [60].

Similarly, we applied our task planner for the automation of nanoparticle manip-
ulations. The addition of a task planner for multiple nanoparticle manipulations has
an additional benefit at the nanoscale, since it allows us to remove the overhead of
taking intermediate AFM images between each manipulation operation. Figure 4.24
demonstrates the result of a proof-of-concept multiple-particle manipulation exper-
iment. Six nanoparticles are autonomously positioned in a pentagonal arrangement.
Average manipulation time is about 1 min per particle.

4.5 Conclusion

In this work, automated 2-D manipulation of micro- and nanoparticles with a
single AFM probe is demonstrated based on visual and force feedback, respectively.
Smooth linear trajectories that pass through the centers of the manipulated particles
are generated for the motion of the AFM tip relative to the substrate for speed and
ease of operation.

For microparticle manipulation, PS particles of diameter 4.5 μm are positioned
based on visual information by an optical microscope with an average accuracy
of less than 0.64 μm. A globally stable iterative discrete-sliding-mode observer
estimates the parameters of the transformation between the image and world
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Fig. 4.24 Automated manipulation of six nanoparticles to form a pattern that cannot be formed
with a distance-based planner. An initial image is taken in (a). All particles are detected using a
watershed algorithm, and the target positions are given to the program in (b). The task planner
decides which particle will be manipulated to which target position. A final image after the
experiment is shown in (c)

coordinates. This estimation is used not only for conversion of reference positions
of the piezoelectric stage to world coordinates, but for an extrapolation of particle
positions according to motions of the stage between two frames fed back from the
camera.

For nanoparticle manipulation, 100-nm-diameter gold particles are positioned
based on force feedback from the AFM system with an average accuracy of less than
the particle diameter. Robust particle-center detection and contact-loss detection
algorithms are developed to overcome speed and reliability issues of AFM-based
nanomanipulation. Unlike “blind” manipulation techniques, manipulation distances
are not artificially divided into parts to increase the reliability. The performance of
the designed manipulation system is statistically investigated.
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Moreover, multiple particles are successfully positioned with a task planner that
chooses the order of manipulation based on a metric that defines the blockage
of particles and target positions on the generated linear trajectories. The task
planner effectively minimizes the number of obstacles for greater efficiency and
yields a fully automated pattern-formation and assembly procedure that eliminates
the necessity to take AFM images between individual nanoparticle manipulation
attempts.

Designing and implementing a fast and reliable technique for multiple-particle
manipulation will increase the use of AFM for micro/nano-manufacturing appli-
cations where AFM would be inexpensive in comparison to most of the tech-
niques and machines that are currently used for micro/nanofabrication. We believe
that forming micro/nanofabrication masks and templates for plasmonic, optoelec-
tronic, or MEMS/NEMS devices and contact printing methods for maskless micro/
nanofabrication techniques would be possible using such procedures. Manipulating
nanoparticles into predefined positions could also potentially be used for gluing or
soldering at the nanoscale.

As can be seen from this automated 2-D micro/nano-manipulation study, there
are many difficulties in AFM control, such as accurate modeling of the plant at the
micro/nanoscale, limited force and visual feedback, and significant system noise,
drift, and other time-varying disturbances such as vibrations, electrical noise, and
temperature and humidity changes. Additionally, AFM control systems have many
other broad challenges beyond manipulation. First, AFM systems are typically slow
due to stability issues and hardware limitations. Therefore, new high-speed and
high-precision AFM control methods with relevant hardware need to be developed.
Next, for improving speed and adding multiple functions, some have proposed AFM
systems with multiple AFM probes (up to 1,000 probes to date). These multiprobe
systems will require parallel and distributed control, which brings up new control
challenges. Finally, full automation of AFM systems is necessary for reliable and
high-throughput nanotechnology applications such as data storage using AFM
probes. For example, online system identification methods should be developed
to tune the AFM control parameters automatically. All of these AFM control
methods will enable new AFM-based applications in such areas as micro/nanoscale
manufacturing, biological or inorganic micro/nanomaterials characterization, video
rate imaging, micro/nano-device prototyping, and high-density data storage.
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Chapter 5
Atomic Force Microscopy: Principles
and Systems Viewpoint Enabled Methods

Srinivasa Salapaka and Murti Salapaka

5.1 Introduction

In 1959, Richard Feynman [12] offered an impressive vision of engineered devices
at the nanoscale, where he asserted that there are no fundamentally limiting reasons
that would disallow manipulation of matter at the nanoscale. He offered an elaborate
hierarchy of contraptions that would facilitate altering matter at the nanoscale from
a macroscale environment.

A significant milestone in this direction, the invention of the atomic force
microscope (AFM) that realized an elegant and simple means of interrogating as
well as manipulating matter at the nanoscale, was first reported in [6]. Here, a
cantilever beam with a sharp tip at one end (see Fig. 5.1) was shown to be an
effective means of sensing interatomic forces between the atoms on the tip and the
atoms on the sample being interrogated. The AFM borrows a number of operating
principles from its predecessor, the scanning tunneling microscope (STM). Similar
to STM operation, the positioning of the sample with respect to the main probe
(the cantilever-tip in the case of the AFM) is provided by using piezoelectric
actuation, where the actuating material deforms when an external voltage is applied.
A remarkable and enabling discovery by the inventors of STM [7] is that it is
possible to deform piezoelectric material with Angstrom (an Angstrom is roughly
the dimension of an atom) precision reliably by applying voltages that can be
easily generated. In a typical AFM setup (see Fig. 5.1), the sample is positioned
using piezoelectric scanners that provide motion of the cantilever tip with respect
to all three directions; the two lateral x and y directions as well as the vertical z
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Fig. 5.1 An atomic force microscope schematic illustrates a cantilever with a tip that probes a
sample. The support of the cantilever can be actuated by a dither piezo. The cantilever deflection is
sensed by a laser beam that reflects from the cantilever surface into a split photodiode. The sample
can be positioned with sub-nanometer accuracy using piezoactuated material

direction. The first AFM reported in [5] used an STM to sense the motion of the
cantilever. However, using an STM to sense the cantilever motion proved to be
too cumbersome. The laser beam-bounce method, where a laser beam incident on
the cantilever reflects into a split photodiode, is the preferred means of sensing the
cantilever deflection. The beam-bounce method leverages the large optical path that
effectively amplifies a small motion of the cantilever into a relatively large motion
of the laser at the photodiode. Photodiodes provide bandwidths in MHz regime with
high accuracy, and the associated shot noise is dominated by other noise sources
that limit the AFM operation.

At the heart of the AFM is a force sensor; a micro-cantilever that has a sharp
tip at its free end. The atoms on the tip of the cantilever and the atoms on the
surface of the sample exert a force on each other. These forces are typically in the
piconewton range and qualitatively have the characteristics of an attractive nature
for large separations and sharp repulsive nature at short ranges. A good qualitative
model for the interatomic forces is the Lennard–Jones potential, where the force
F between the atoms is given by F(r) = −A/r7 + B/r13, where r represents the
separation between the atoms (see Fig. 5.2). For the cantilever flexure to have a large
enough deflection (above the dominant noise sources) due to the interatomic forces
the cantilevers need to be soft. Also, the first resonant frequency of the cantilever
has to be away from the frequency content in the 0–2 kHz range of the disturbances
of the ambient environment, which include building vibrations. Thus, a high first
resonant frequency is needed for the cantilever. A small stiffness (in the range 0.06–
100 N/m) and a large resonant frequency implies small mass for the cantilevers and
therefore the cantilevers employed in AFM have dimensions at the micrometer scale
(a length, width, and thickness on the order of 100, 10 and 5μm, respectively).

A prevalent use of AFMs is in unraveling the force profile between various
materials, where a quantitative description of the force variation as a function
of the separation between the material is reconstructed. Such a description is
obtained by moving the sample relative to the tip in the vertical z direction while
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Fig. 5.2 The qualitative nature of forces between tip atoms and atoms on the sample is shown.
These forces are characterized by weak attractive forces for large tip-sample separations and strong
repulsive forces for small tip-sample separations

keeping the lateral position fixed. Often the cantilever tip is suitably modified to
characterize forces between different materials of interest. For example, in a number
of studies the cantilever tip is modified biologically with a molecule of interest
and the interaction forces between this molecule and the molecules on the sample
are interrogated with respect to the separation between them to obtain the force
profile (often such force separation relationships differ even qualitatively from the
Lennard–Jones force characteristics).

AFMs are mainly used to obtain the topography of the sample with nanometer
or sub-nanometer resolution. The primary means of obtaining the topography of
the sample is to move (scan) the sample laterally with respect to the tip. As the
sample is scanned, at each lateral coordinate (x,y) the tip feels the interatomic
force h(x,y) that results in a deflection of the tip. Assuming that the material
properties are the same along the lateral directions, the changes in the forces felt
by the cantilever tip are due to the tip atoms moving closer or farther from the
sample atoms due to the topography change in the sample. Thus the forces felt
by the cantilever tip, as the sample is scanned, do not vary linearly with respect to
the sample topography since the dependence of the tip-sample interaction force on
the separation is qualitatively described by the nonlinear Lennard–Jones potential.
Also, since there is no quantitative description of the nonlinear dependence, the
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problem of extracting the sample-surface topography from the forces felt by the
cantilever becomes challenging. The inventors of AFM employed feedback (the
same principle was employed for STM) to overcome these challenges, which also
provided a significant enabling method for interrogation at the nanoscale.

Feedback plays a pivotal role in the operability of the AFM, particularly for
estimating the topography of the sample. In methods based on the force-balance
principle, the sample is moved vertically in the z direction by a controller (see
Fig. 5.1) to maintain a constant deflection of the cantilever (which is equivalent to
maintaining a constant force on the cantilever) while the sample is scanned laterally
in the x and y directions. The vertical movement of piezo scanner is considered
an estimate of the topography of the sample with the reasoning that the sample is
appropriately moved to negate the variations of the topography to regulate a constant
force on the cantilever tip. This methodology proves remarkably effective and
elegantly overcomes challenges in estimating the topography without the knowledge
of the nonlinear force profile that exists between the tip and the sample atoms.

The demands on AFM technology are considerable, many of which primarily
stem from the need to interrogate large samples with resolution at the nanometer
scale. The AFM technology enables interrogation of the sample at the atomic
scale with unparalleled ease. However, it interrogates the sample a single loca-
tion at a time which makes it impractical for high-throughput applications. This
shortcoming can be addressed partly through parallel deployment of multiple
cantilevers. Another strong motivation for high-speed scanning requirements arise
from studies that investigate nanoscale dynamics of samples. For example, a
significant effort in AFM research is the study of the dynamics of bio-molecules,
where the motion of molecular motors is typically examined [1]. These needs cannot
be met by introducing parallelism. Thus, the need to improve the interrogation
bandwidth remains central to AFM instrumentation research. Such an improvement
in bandwidth implies related challenges on the positioning systems and on cantilever
related technologies.

Another important objective of future AFM technologies is to provide a measure
of the fidelity of the data for the sample that is being generated. Current commer-
cially available AFMs provide scant or no information on the interpretation accuracy
of the data.

As will be seen in this chapter, control systems viewpoints provide an effective
means of addressing these challenges. In this chapter, after presenting the basic
operational principles of AFM, we present research related to nanopositioning
followed by research on the cantilever dynamics in the presence of sample forces.

5.2 Operational Principles

As described earlier, the AFM (see Fig. 5.1) uses a micro-cantilever with a sharp
tip at one end to probe the sample being interrogated. The other end is fixed to a
support, which can be oscillated by using a dither piezo. The laser beam that bounces
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off the cantilever surface is collected by a quadrant photodiode that provides a
measure of the cantilever’s vertical deflection as well as any torsional twist of the
cantilever. The controller is typically realized through analog components or digital
components such as DSP and FPGA boards. The controller uses the photodiode
signal to regulate the relative separation of the tip and the sample in the vertical z
direction and also provides the capability to control the lateral x and y motions. In
earlier AFMs, feedback was used for the z direction but no sensors were used for the
lateral positioning and therefore the lateral positioning was achieved in open-loop.
Lateral closed-loop operation was first realized in [9].

5.2.1 Noise Sources

The main noise sources are the laser, the photodiode, structural vibrations of the
surroundings such as building sways and floor vibrations, acoustic sources, and
thermal noise sources. Considering the cantilever as a linear time-invariant system
that processes various input forces to yield the cantilever deflection as the output,
some of the noise sources act at the input while others affect the measurement
of the output of the cantilever system. The thermal noise, acoustic, and building
noise sources appear at the input of the cantilever system and thus these inputs
get processed by the cantilever system before these effects are perceived at the
measurement. These form the main contributors to the process noise input to the
cantilever system. Since cantilever behavior is well approximated by a one-mode
model for most studies, the dynamics are described by

p̈+
ω0

Q
ṗ+ω2

0 p = f , (5.1)

where p is the deflection of the cantilever, ω0 is the first resonant frequency, Q is
the quality factor of the cantilever that characterizes the damping, and f is the net
external force action on the cantilever system. The associated transfer function is

G =
1

s2 + ω0
Q s+ω2

0

. (5.2)

The laser noise and photodiode noise are sources that affect the measurement
of the cantilever deflection and therefore appear as measurement noise ϑ . The
measurement is given by

y = p+ϑ . (5.3)

One simple and elegant method of assessing the force resolution of the micro-
cantilever is to obtain the power spectral density of the photodiode output when
the laser beam bounces off the cantilever surface into the photodiode without any
sample present. Assuming that appropriate vibration isolation is in place, the main
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Fig. 5.3 The power spectral density of the cantilever deflection when the cantilever is forced by
thermal noise is shown. The response of the cantilever due to thermal noise peaks above the noise
floor only near the first resonant frequency of the cantilever demonstrating that the cantilever can
sense forces as small as the thermal Langevin force near the resonant frequency. Away from the
resonant frequency of the cantilever, measurement noise dominates

process noise source is the thermal noise. The thermal noise is a white noise
forcing term at the input to the cantilever system caused by the interaction of the
cantilever at temperature T in thermal equilibrium with its environment (see [22]
for a detailed multi-mode analysis of thermal noise in cantilevers). Considering
the thermal forcing as the signal of interest, it is interesting to assess if this
signal can be deciphered from the measurement of the cantilever deflection. The
power spectral density (psd) plot of the cantilever deflection (when the sample is
absent) is shown in Fig. 5.3. A sharp peak is evident in the psd plot of thermal
response. This peak is at the first resonant frequency ω0 of the cantilever. Indeed,
this also confirms that the effect of the thermal signal can indeed be deciphered
from the photodiode measurement since thermal noise is dominant over other noise
at frequencies near the cantilever resonant frequency ω0. The observed cantilever
deflection in Fig. 5.3 is predominantly a response to thermal noise. The other noise
sources only additively corrupt the deflection measurement and are dominant only
at frequencies away from the resonant frequency of the cantilever.

5.2.2 Traditional Modes of Imaging

5.2.2.1 Contact Mode Imaging

In contact mode imaging, the cantilever is not excited externally and the dither piezo
is not used. The cantilever tip deflects due to interatomic forces.
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In lift-mode contact-mode imaging, there is no feedback in the vertical z direction
and the deflection of the cantilever is considered as an estimate of the sample
topography. This method is suitable for imaging relatively flat samples over small
areas since any incline or high aspect ratio features will lead to the cantilever tip
either losing contact with the sample or crashing into the sample. It also has the
disadvantage of not providing a quantitative estimate of the topography. However,
it has the advantage of high-bandwidth operation since no feedback is required that
obviates the need for high-speed positioning of the sample with respect to the tip.

In the constant-force contact-mode imaging scheme, a constant deflection of
the cantilever is regulated by the controller that positions the sample with respect
to the tip. The controller effort is considered as an estimate of the topography
of the sample. This method provides a highly reliable estimate of the topography
particularly when the frequency content of the sample topography is below the
bandwidth of the z direction positioning system. It also allows for easy interpretation
of data. Contact mode imaging has the drawback of imposing large lateral and
vertical forces on the sample that precludes its use when imaging soft samples.

5.2.2.2 Dynamic Modes

In the dynamic modes of imaging, the cantilever is forced externally near the
resonant frequency of the cantilever and information about the sample is obtained
by monitoring how the cantilever’s nominal motion (for example, in air) is altered
under the influence of the sample. Typically, the information of the sample is
modulated in a frequency range near the resonant frequency of the cantilever, where,
as described before, the cantilever probe is thermally limited and thus has better
signal to noise ratio.

The traditional dynamic modes of imaging can be classified into two classes:
amplitude-modulation and frequency-modulation dynamic modes. In the amplitude-
modulation scheme, the dither piezo drives the cantilever support sinusoidally near
the resonant frequency of the cantilever that sets the cantilever tip into a periodic
motion (see Fig. 5.4). The amplitude of the first harmonic of the drive frequency
in the measured cantilever deflection is monitored to obtain the topography of the
sample. In the constant-amplitude mode the amplitude is regulated at a set-point
amplitude by the controller that alters the tip-sample separation by moving the
sample with respect to the tip. Similar to the constant-force contact-mode operation,
the control signal forms an estimate of the sample topography. In another mode
(sometimes referred to as the error-mode), the feedback is rendered ineffective
and the error between the measured amplitude and the set-point amplitude is
considered as the imaging signal. In the frequency modulation mode (see Fig. 5.5),
the cantilever is forced in a manner that maintains the drive at a phase of π/2
with respect to the cantilever oscillation, so that the cantilever is always maintained
at the resonant condition (note that for a second order under-damped system, at
resonance the output of the system is at a phase lag of 90◦ with respect to the
input). The resonant frequency of the cantilever-sample system is different from
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Fig. 5.4 A schematic describing the amplitude modulation AFM is shown. In this mode the
cantilever is forced at a frequency ωD that is near the first resonant frequency ω0 of the cantilever.
The amplitude and the phase of the first harmonic of the cantilever deflection are found by lock
in methods. The controller moves the z piezo vertically to maintain a constant setpoint A0 and the
control signal forms an estimate of the sample topography

Fig. 5.5 The figure describes the frequency modulation AFM scheme where the cantilever is
driven by the cantilever deflection that is phase shifted by 90◦. This scheme maintains the cantilever
forced at the equivalent resonant frequency of the cantilever. The automatic gain controller alters
the magnitude of the driving force to maintain a set amplitude A0. The resonant frequency shift Δω
is measured and the controller positions the sample vertically to maintain a reference frequency
shift Δω0. The control signal forms an estimate of the sample topography
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the resonant frequency of the cantilever alone as the sample introduces a periodic
force every oscillation cycle on the cantilever tip. The changed resonant frequency
of the cantilever-sample system is called the equivalent resonant frequency of the
cantilever. The measured equivalent resonant frequency is compared to a set-point
frequency and the controller positions the sample with respect to the tip to regulate
the set-point frequency. As in previously discussed approaches, the control signal
provides the estimate of the sample topography.

It is amply evident that feedback control forms an essential part of the traditional
imaging modes. The feedback controllers employed are primarily of proportional,
derivative, and integral (PID) controllers. However, as will be seen later in the
chapter, modern control theory has a lot to offer to AFM instrumentation.

5.3 Control Design for Nanopositioning Systems

In both static and dynamic modes of operation, the lateral motion required for
scanning is obtained by moving the sample. The positioning system, which provides
this motion, plays a vital role in AFM. A significant aim of positioning-system
design in AFM is to preserve the high vertical resolution provided by the cantilever
sensor. High-resolution, high-bandwidth, and reliable positioning are the main
performance criteria that most nanoscientific studies and applications seek from the
positioning systems. One of the main challenges with current systems is achieving
high tracking bandwidth. Even though the cantilever sensors have large resonant
frequencies on the order of 100 kHz, the AFMs are severely limited by the vertical
and lateral positioning systems that have bandwidths only on the order of 1 kHz.
Another challenge that is typically neglected in typical positioning system design,
is reliability. Reliability in terms of repeatability of experiments is essential for
validation of the underlying studies. The delicate nature of AFM experiments,
the diverse operating conditions, and lack of tools for obtaining accurate models
for AFM emphasize the importance of reliable positioning. The challenge, in this
context, arises in developing methods for characterizing, evaluating, and designing
positioning systems for reliability. Typical nanopositioning systems comprise a
flexure stage that provides frictionless motion through elastic deformation, an
actuator typically made from piezoelectric material that provides the required force
to deform the flexure stage, and a sensing system along with the control system.
The main obstacles in the design of robust broadband nanopositioning systems
stem from flexure-stage dynamics that limit the bandwidth of the positioning stage,
nonlinear effects of piezoelectric actuation such as hysteresis and creep that are
difficult to model, and sensor noise issues that can potentially hamper the tracking
resolution of the device.
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Fig. 5.6 A block diagram
schematic for a typical
nanopositioning system +−

+

+

+

+

5.3.1 Performance Criteria and Limitations

One of the important contributions of control systems theory to the design of
nanopositioning systems is the quantification of performance objectives and funda-
mental design limitations. Figure 5.6 shows a block-diagram schematic of a typical
nanopositioning system. The transfer function G represents the scanner, which
comprises the actuator, the flexure stage, and the sensor. It is the transfer function
from the voltage input u applied to the actuator to the flexure-stage displacement
y. The signals r, d, n, and ym, respectively, represent the reference trajectory for
tracking, the mechanical noise, or the effects of dynamics that are not incorporated
in the model G, the sensor noise, and the noisy measurement, while the transfer
function K represents the feedback law. The main objective for the design of the
controller K is to make the tracking error small, that is to make the difference r− y
between the desired and actual motions small.

The performance criteria are quantified by characterizing the tracking error. For
a given controller K, the tracking error for the system in Fig. 5.6 is given by

e = r− y = S(r− d)+Tn, (5.4)

where the sensitivity transfer function S = (1 + GK)−1 and the complementary
sensitivity transfer function T = 1− S = (1+GK)−1GK. Thus, high resolution can
be achieved by designing the feedback law K such that S and T are small in ranges
where the frequency contents of r and n, respectively, are large. The resolution of the
closed-loop positioning system is determined by the term T n, whereby low values of
T over a larger range of frequencies guarantee better resolution. More specifically,
the resolution of a positioning system is determined by the standard deviation σ of
the position signal when reference signal is identically zero, where

σ2 =

∫ ∞

0
|T ( jω)|2Pn(ω)dω , (5.5)

and Pn(ω) denotes the power spectral density of the noise signal n. Thus the
smaller the bandwidth of T , which is characterized by the roll-off frequency ωT ,
the smaller the standard deviation σ , and hence the better the resolution of the
closed-loop device. The tracking bandwidth is determined by the bandwidth ωBW

of the sensitivity transfer function. The reliability criterion translates to robustness
of positioning systems to modeling uncertainties and operating conditions. That
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are insensitive to diverse operating conditions give repeatable measurements, and
are hence reliable. The peak value ‖S‖∞ of the magnitude of the sensitivity
function serves as a good measure to characterize the robustness of the positioning
system. Thus the performance specifications translate to control design objectives
of achieving high values of ωBW for high tracking bandwidth, high roll-off rates of
T , smaller values of ωT for better positioning resolution, and low values of ‖S‖∞ for
better robustness to modeling uncertainties.

The challenges in achieving the above design objectives mainly originate from
hardware and fundamental algebraic limitations on the design of the feedback law
K. Good control design trades off one objective for another in the needed frequency
ranges. For instance, the simple algebraic constraint of S( jω)+T ( jω) ≡ 1 clearly
implies that S and T cannot be made small simultaneously in all frequencies, which
reflects the conflict between the bandwidth and the resolution objectives. Besides,
for scanner G with phase margin less than 90◦, which is true for most practical
systems, the bandwidth ωBW cannot be larger than ωT [31]. This limitation prevents
the feedback control to achieve noise attenuation over the target reference frequency
range. Another fundamental limitation that imposes a trade-off between bandwidth,
resolution, and robustness requirements can be explained in terms of the Bode
integral law [8, 13], which imposes the following constraint on any stable system
G with the relative degree of the transfer function K(s)G(s) greater than or equal to
two,

∫ ∞

0
log |S( jω)|dω = 0. (5.6)

For positioning systems, the condition on the relative degree is typically satisfied.
This is so since T needs a sufficiently fast roll-off rate at high frequencies for
noise attenuation (and therefore better resolution). The open-loop transfer function
K(s)G(s) is designed such that it has relative degree greater than or equal to 2.
Also when the control is discrete and the system is analog, then the relative degree
condition is inherently satisfied [18]. The limitations from this algebraic law can be
explained in terms of the waterbed effect [11] – since the area under the graph of
log |S( jω)| over the entire frequency range is zero, S( jω) made small at a frequency
range has to be compensated by making it large in some other frequency ranges.
One direct consequence of this law is that S( jω) cannot be made less than 1 over
all frequencies. Therefore ‖S‖∞, the measure for robustness is at least 1. Moreover,
for positioning systems with real non-minimum phase zeros and design objectives
that demand high roll-off rates on T , the following stricter fundamental algebraic
limitation can be derived [13],

∫ ∞

0
log |S( jω)|W (z,ω)dω = 0, (5.7)

W (z,ω) = 2z/(z2 +ω2) for a real positive zero z. Typical scanner systems have non-
collocated actuators and sensors that are separated by flexure stages. The transfer
function models of such systems generally exhibit non-minimum phase zeros. In this
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Fig. 5.7 Trade-offs due to the finite-waterbed effect. The Bode integral laws manifest themselves
as waterbed effects, where decreasing the magnitude of the sensitivity function at a certain
frequency range results in its increase in some other frequency range. For instance, making
the sensitivity function small (near to 1) at high frequencies to ensure a high roll-off rate of
the complementary sensitivity function (since T = 1− S) for better resolution results in lower
robustness to modeling uncertainties (due to higher values of the peak (‖S‖∞)) and lower values
of tracking bandwidth (since ωBW decreases). Similar trade-offs where one performance objective
is sacrificed at the cost of others can be analyzed by studying the finite-waterbed effect ( c© IOP
2009), reprinted with permission

case, it can be shown that the integral of log |S( jω)| over a finite frequency range can
be bounded from below, thus manifesting a waterbed effect over a finite frequency
range. Thus the simultaneous requirements of low |S( jω)| over a large frequency for
a high tracking bandwidth, high order roll-off rates of T at high frequencies for high
resolution, and small peaks of the S( jω) compete against each other. For instance,
small |S( jω)| over a specified bandwidth might not leave out enough frequency
range to be compatible with the integral bound in the finite-waterbed effect even
with S( jω) at the allowed peak value for the remaining frequencies (see Fig. 5.7).

Besides these algebraic limitations, further constraints come in the form of hard-
ware constraints. For instance, high-order controllers require larger computation
times by digital signal processor (DSP), which limit sampling rates, and therefore
the tracking bandwidth. Another important limitation on control design arises from
saturation limits on the actuation signals imposed by the hardware.

5.3.2 Design for Resolution, Bandwidth, and Robustness

The algebraic and practical limitations on the control design severely restrict the
space of achievable performance specifications. The model-free based designs (such
as proportional-integral-derivative (PID) designs) that are typically used in the
nanopositioning industry, as well as designs based on loop-shaping of the open-
loop transfer functions, further restrict the achievable range of specifications due
to their inherent structural limitations. These techniques are inadequate to achieve
simultaneously the multiple objectives of resolution, bandwidth, and robustness
under the design challenges and fundamental limitations described above. The
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robust optimal control theory provides an apt framework for control design for
nanopositioning systems [15, 24, 29]. In this framework, it is possible to determine
if a set of design specifications are feasible, and when feasible the control law K
is obtained by posing and solving an optimization problem. The main advantage
of using this optimization framework is that it incorporates performance objectives
directly into its cost function. This eliminates the tedious task of tuning gains (in
trial-and-hit manner) as in the PID designs, where even the exhaustively tuned gains
may fail to yield acceptable performance. The robust control optimization problems
are of the form

min
K

‖Φ(K)‖, (5.8)

where Φ is a matrix transfer function whose elements are in terms of closed-
loop transfer functions in (5.4) and ‖(·)‖ represents a metric on transfer functions.
The design specifications are interpreted in terms of closed-loop signals z (such
as tracking error e in (5.4)) and these set Φ as the transfer function from external
variables w (such as reference signal r and noise n) to signals z. Demonstration of
this framework and discussion of its advantages are presented through experimental
results in the following section.

The fundamental limitations on control design presented in the previous section
can be effectively used for designing better nanopositioning systems in addition
to designing trade-offs between performance objectives in control design. These
limitations are on the control design for a given scanner stage G. The study of the
limitations can be used to design new scanners which result in a larger space of
achievable performance specifications. This requires integration of control design
into the device design, which is rarely done in the nanopositioning industry. For
instance, most of the nanopositioning systems designs focus on single degree of
freedom axis modules and multi-axis systems are realized by stacking individual
units together. One of the main reasons for the popularity of these serial-kinematic
mechanisms is that in contrast to single-mass systems, having a separate mass
for each axis avoids the coupling between different axial motions. However, these
multi-mass nanopositioning systems are heavier and therefore provide lower track-
ing bandwidth than parallel-kinematic (single-mass) mechanisms. By delegating the
decoupling of axial-motions to the control design, single-mass positioning systems
can be made that achieve significantly higher bandwidths for similar resolution as
guaranteed by multiple-mass devices.

5.3.3 Experimental Demonstration of Optimal Control
Framework

In Fig. 5.8, a parallel-kinematic xyz nanopositioning scanner stage and a schematic
of its kinematic model are shown. The detailed design, kinematics, and dynamics
analysis are described in [10]. The mechanical component of the stage is fabricated
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Fig. 5.8 (a) A prototype of a parallel-kinematic xyz nanopositioning system and (b) its schematic.
In this design, three independent kinematic chains, which are piezoactuated, connect the base and
the end effector. Each kinematic chain is composed of two parallelogram four-bar mechanisms,
which makes the connector always parallel to the base. Together the three kinematic chains restrict
all rotational degrees-of-freedom at the table, leaving it with three translations to satisfy the
constraints imposed by the three kinematic chains ( c© ASME 2008), reprinted with permission

as a monolithic structure using electro-discharge machining (EDM). The triangular
end effector at the center undergoes translation in the x, y, and z directions
when the kinematic chains are actuated. A set of piezoelectric actuators were
chosen for this stage (APA35XS by CEDRAT, free stroke 55 μm, blocking force
27 N, and maximum driving voltage 150 V) to actuate each of these kinematic
chains at the first four-bar mechanism, that is connected to the base. The position
sensing system consists of three capacitance displacement sensors which have a
measuring range of ±50 μm and sub-nanometer resolution (0.3 nm up to 1 KHz
bandwidth). Time-domain identification techniques resulted in a 13th order 3× 3
multi-input multi-output (MIMO) transfer function from the input voltages to
piezoelectric actuators to the sensor outputs. The six dominant modes are in the
range 150–900 Hz, all of which are lightly damped with damping factors less than
0.01 (see [10] for details). Several models were identified at different operating
points to characterize the modeling uncertainty. The uncertainties were dominant at
low frequencies (<5 Hz). This uncertainty is primarily due to nonlinear effects of
piezoelectric actuation such as hysteresis and creep.

The device design of this scanner system is such that the motion along the
x,y and z directions are strongly coupled. Hence the off-diagonal terms in the
MIMO transfer function are not small. For this system, it is extremely difficult
and impractical to design controllers based on tuning-based or open-loop shaping
techniques. The strongly coupled MIMO system makes optimal-control based
design almost a necessity. The primary objective of the control design is to achieve
a stage with high precision positioning and high bandwidth tracking capability that
is robust to uncertainties in the operating conditions. Further, these objectives are to
be met under the hardware limitation that requires the control signal (actuator input)
to be within the range −1–7.5 V. The signal z in the optimal-control framework
was chosen as [WPe WT y Wuu]′, where WP, WT and Wu are transfer functions that
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Fig. 5.9 Demonstration of the optimal-control design on a positioning system. (a) Singular-
value plots of the sensitivity function (solid) from models at different operating points. The
crossover frequency is 32 Hz for all the plots emphasizing the robustness in the closed-loop design.
(b) A comparison of the corresponding complementary sensitivity transfer functions (crossover
frequency is at 59 Hz) ( c© ASME 2008), reprinted with permission

reflect the relative frequency weighting of the performance objectives. The resulting
transfer function Φ from w = [r n]′ to z for the formulation in (5.8) is given by
[WPS WT T WuKS]. We used the H∞ norm to determine the control design. The
transfer function WP is chosen to have high gain at low frequency and low gain at
high frequency, which forces the solution to the optimal control problem to have
low input-to-error gain and achieves a prescribed bandwidth (the weight WP in [10]
was designed for input-to-error gain of 0.01% at low frequencies and a bandwidth
of 50 Hz). The high-frequency noise attenuation is imposed by designing the weight
WT for the complimentary sensitivity transfer function T . WT is chosen to have
high gains at high frequencies so as to make T small at high frequencies (WT was
designed to ensure a high-frequency gain of 120 dB and a roll off rate of a 40 dB
slope for T ). The weighting function Wu is chosen to be a constant, so that the input
to the actuator does not cross its saturation limits.

Figure 5.9 depicts experimental results when the controller obtained from the
design described above is implemented on the positioning system. The maximum
peak ‖S‖∞ in the singular-value plot of the sensitivity transfer function is less
than 1.85, which indicates good robustness to the modeling uncertainties and
operating conditions. The singular-value plots of the sensitivity transfer function
and the closed-loop transfer function have crossover frequencies at 32 and 59 Hz,
respectively. The closed-loop system demonstrates a good tracking performance, as
shown in Fig. 5.10, where the stage tracked the triangular reference signals well for
frequencies in the range 5–40 Hz.

Figure 5.11a, b demonstrates the practical elimination of hysteresis and justi-
fication of the linear model. When an actuation voltage is applied to an actuator
gradually from 0 to 1.65 V in the open-loop configuration, a maximum output
hysteresis of about 1.5 μm (15%) and a maximum input hysteresis of about 0.23 V
(14%) is observed. However, the feedback control design effectively compensates
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Fig. 5.10 Demonstration of tracking performance. The closed-loop system demonstrates good
tracking performance (solid), where the stage tracked the triangular reference signals (dashed)
with frequencies in the range 5–40 Hz. The reference and stage trajectories are practically
indistinguishable at low frequencies (5 and 10 Hz) ( c© ASME 2008), reprinted with permission
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Fig. 5.11 Demonstration of practical elimination of nonlinear effects of piezoelectric actuation.
Hysteresis observed in open-loop configuration (a) is eliminated in the closed-loop configuration
(b) ( c© ASME 2008), reprinted with permission

this nonlinear effect as shown in Fig. 5.11b. A low-frequency (<1 Hz) high-
amplitude (20 μm) triangular reference signal is given for the closed loop to track.
The resulting experiments show maximum output and input hysteresis of about
20 nm, only 0.1% of the overall input and output range. Also, as evident from
these experimental results, the closed-loop system gives a linear input–output
characteristic for the entire traversal range, which validates the use of the linear
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Fig. 5.12 Demonstration of practical elimination of creep effects of piezoelectric actuation by the
feedback design ( c© ASME 2008), reprinted with permission

nominal model G for our control design. Figure 5.12 shows the creep effect of
piezoelectric actuation and its elimination by the feedback design. A reference
signal is designed to move the stage to the origin in open-loop and closed-loop
configurations. The open-loop experiments demonstrate creep in all the actuators,
especially prominent in the z direction since similar forcing on the actuators result
in motions that are primarily along the z-axis due to a symmetry in the design
of the positioning system. The experimental results with the closed-loop system,
however, show no creep along any direction, which demonstrates that the control
design practically removes this nonlinear effect.

5.3.4 Design for Ultrahigh Resolution

For a nanopositioning scanner, the positioning resolution is the smallest motion
that can be differentiated from the noise in the system (signal values greater
than three times the standard deviation of noise gives a 99.7% confidence in the
signal). A widely held belief is that any feedback-based design strategy can only
deteriorate resolution of the device since sensor (electronic) noise is fed back
into the system. This argument, however, assumes no modeling uncertainty (which
is always present). In fact, in the presence of significant modeling uncertainties,
feedback strategies can achieve a better resolution by making better trade-offs
between the effects of modeling uncertainties and the sensor noise. For instance,
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Fig. 5.13 A schematic of a single-axis open-loop system: The piezo actuator drives the flexure
stage and its movement is measured by a sensor. The main challenges to achieving high resolution
stem from modeling uncertainties d that arise from the nonlinear effects of piezoelectric actuation
and the sensor noise n ( c© AIP 2007), reprinted with permission

in the context of Fig. 5.13, the resolution of a nanopositioning system is determined
mainly by the mechanical and sensor noises d and n, respectively. The mechanical
noise, which represents modeling uncertainties, mainly consists of the slowly
varying drift and creep, which are therefore prominent in slow scans, and the inertial
lag at high frequencies that is prominent in high speed scans. These nonlinear effects
of drift, creep, and hysteresis are sensitive to changes in operating conditions such as
ambient temperature, residual polarization in piezoelectric actuators, and the oper-
ating point – that is, the reference value on the nonlinear input–output (input voltage
vs stage displacement) graph about which stage motions are calibrated. Therefore,
including their precise behavior in device models is practically impossible and
hence they are treated as noise. Feedback-based schemes can achieve effective
compensation for the creep, drift, hysteresis, and inertial lag problems without
requiring precise models. They compensate for the mechanical noise but at the cost
of feeding back relatively smaller electronic noise. Hence, designing the feedback
law to limit the effect of additional electronic noise from the sensor is critical. In
view of the fundamental limitations on the control design presented in Sect. 5.3.1,
the feedback design has to achieve the right trade-off between the resolution and the
bandwidth of the resulting closed-loop positioning system. While trying to reduce
the overall error e in (5.4), the error due to a large range of frequencies in the
reference signal can be made small only at the expense of increased errors due to
noise at those frequencies. Since the electronic noise has components in practically
all the frequencies, obtaining high resolution requires high rejection bandwidth of T
implying a very low rejection bandwidth of S. Fortunately, for applications such as
raster scanning, the range of appreciable frequency components in reference signals
is small (some scans even have only one frequency), thus making it possible to
achieve high resolution. For high resolution in low-frequency scans (where r has
only low-frequency components), this design can be made to exploit the resolution-
bandwidth trade-off by making T have a very small pass bandwidth which forces
S to have a very small rejection bandwidth, which results in a high-resolution
output. Making S small at low frequencies over a small bandwidth ensures that the
sensor noise is dominant over modeling uncertainties and therefore determines the
resolution. This design results in low resolution since T has a very low bandwidth,
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Fig. 5.14 Demonstration of sub-nanometer positioning resolution: In order to prove the high
resolution capability, we used mica as the calibration sample. The friction image of mica has been
established to show lattice structure (which repeats every 5.2 Å) through stick–slip dynamics that
manifests as a sawtooth wave structure. The atomic-scale stick–slip is not observed in (a) when a
high-bandwidth control design, which does not exploit the trade-off between the bandwidth and
resolution, is implemented. The stick–slip is detected in (b) when the proposed band-focused
control design in (c) is implemented on the nanopositioning system. With this design, lateral
positioning resolution is very high (sub-nanometer) which enables detection of the atomic-scale
stick–slip dynamics ( c© AIP 2007), reprinted with permission

which results in low value of the integral in (5.5) that determines the standard
deviation of the effective noise in the closed-loop system.

The noise-management scheme described above is verified by an experiment
performed on the nano-scanning stage of a commercial AFM, Molecular Force
Probe-3D (MFP-3D) from Asylum Research Inc., Santa Barbara. In order to
prove the high resolution capability, Mica was imaged over a scan range of 6–
8 nm at slow scan rates (0.02 Hz). Under these conditions, the friction signal
from mica is expected to show a triangular waveform representing the stick–slip
phenomenon [4, 33] with a periodicity of 5.2 Å, which can be detected only if the
positioning system has a sub-nanometer positioning resolution. The experimental
results are shown in Fig. 5.14. The stick–slip phenomenon could not be observed
when common (high-bandwidth or open-loop) feedback designs were used as
shown in Fig. 5.14a. When a very low bandwidth (2.85 Hz) controller was designed
for the scanning axis with the complementary sensitivity T as a lowpass filter
(see Fig. 5.14c), sub-nanometer positioning resolution was obtained. This enabled
capturing the lattice averaged atomic scale stick–slip phenomenon in the friction
signal in Fig. 5.14b (see [30] for details).

This trade-off between the designs of the sensitivity and complementary sensitiv-
ity transfer functions can be extended for large scans. This approach, in fact, results
in making tracking precision practically independent of the scanning frequency. For
large scans, where the amplitude of the reference r is large, the tracking error e
in (5.4) is determined by the Sr component which dominates over the T n term.
By making the sensitivity transfer function small over a small bandwidth around
the scanning-frequency, the Sr term can be made extremely small which results
in small tracking error e. In view of the finite waterbed-effect resulting from the
limitation (5.6), since, the constraint on S is only over a small frequency range, a
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Fig. 5.15 Demonstration of better tracking with band-focused designs. Comparison of tracking
of a 10 Hz sinusoidal reference signal (dotted) using a high-bandwidth controller in (a) and band-
focused design in (b). The results show about 20 times reduction of error amplitudes by the band-
focused design when compared to the high-bandwidth control design ( c© ASME 2008), reprinted
with permission

feedback law can be obtained that makes S very small in this frequency range. This
design was implemented on the positioning system shown in Fig. 5.8. The control
design was obtained by implementing the optimal-control scheme described in Sect.
5.3.3, where the weighting functions WP and WT were chosen, respectively, as low-
bandwidth band-reject and band-pass filters in the scanning frequency range. The
comparison of experimental results from this design with the high-bandwidth robust
controller designed in Sect. 5.3.3 are presented in Fig. 5.15. The reference r = [rx ry]

′
is such that the positioning system tracks a circular motion with a 15μm radius
running at 10 Hz (the maximum velocities in x and y directions is about 0.95 mm/s).
It is evident that the tracking error is significantly reduced. The maximum error
decreased from 3μm from the high-bandwidth controller to 150 nm for the band-
focused controller.

5.3.5 Analysis and Design of 2DOF Control for Nanopositioning
Systems

In this section, we show that the feasible space of performance specifications, which
are constrained by the limitations described above in feedback-only configurations,
can be extended by using a 2DOF design scheme. In contrast to the feedback-only
scheme described in Sect. 5.3.1, where the controller acts only on the difference
between the reference r and the position-measurement ym, in the 2DOF scheme, the
controller acts independently on them (see Fig. 5.16).

In the 1DOF scheme, the robustness to modeling uncertainties as well as
resolution of the device are determined only by the feedback part of the controller,
that is, the transfer function from d to y that characterizes robustness to modeling
uncertainties is still determined by the sensitivity function S = (1+GKfb)

−1, and
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Fig. 5.16 2DOF control
architecture: The
feedforward–feedback scheme
where the actuation signal
is u = Kffr+Kfb(r− ym)

+−

+

+

+

+

+
+

the transfer function from n to y that characterizes resolution is still determined by
the complementary sensitivity function T = (1+GKfb)

−1GKfb. The main difference
and advantage in 2DOF control design compared to the feedback-only design stems
from the fact that the transfer functions from r to y and from n to y are different
and can be designed independently. This difference gives greater independence in
designing for better trade-offs between different performance objectives. In this
setting, the relevant closed-loop signals are given by

y = Tyrr−T n+ Sd, e = Serr+Tn−Sd,

u = S(Kff +Kfb)r− SKfbn− SKfbd, (5.9)

where Tyr and Ser denote the transfer function from r to y and from r to e, respec-
tively, that is, Ser = S(1−GKff) and Tyr = SG(Kff +Kfb). The control objectives
translate to small roll-off frequency as well as high roll-off rates for T to have good
resolution, long range of frequencies for which Ser is small to achieve large band-
width and low (near 1) values of the peak in the magnitude plot of S( jω) for robust-
ness to modeling uncertainties. Even though the 2DOF control design has greater
flexibility than the feedback-only design, the main challenges to design still arise
from implementation and algebraic (albeit less severe) limitations. The constraints
on hardware implementation in terms of sampling frequencies as well as saturation
limits of actuation signals limit the scope of this design. Similarly, the algebraic
limitations constrain the control design in this setting too; for instance, the constraint
S( jω) + T ( jω) ≡ 1 has the same ramifications on the trade-off between the
resolution and robustness to modeling uncertainties as in the feedback-only design.

A control synthesis scheme based on the optimal-control framework is discussed
in [15]. In this scheme, both the feedforward and the feedback control laws are
solved in an optimal control setting. Following the same rationale as in the 1DOF
design, the regulated output z was chosen as [WSe WT y Wuu]′ for the optimal control
problem, and Φ , the transfer function from weighted w = [r n]′ to z is given by

⎡
⎣ zs

zt

zu

⎤
⎦=

⎡
⎣ WsSerWr −WsSWn

WtTyrWr −WtTWn

WuS(Kff +Kfb)Wr −WuSKfbWn

⎤
⎦

︸ ︷︷ ︸
=Φ(K)

[
r
n

]
, (5.10)
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Fig. 5.17 Magnitude of Ser(s) in (a) and Tyr(s) (solid) in (b) obtained from experiments and
compared to S and T (dashed). The 2DOF design achieves over 290% improvement in the
bandwidth over the optimal 1DOF design for the same resolution and robustness specifications
( c© IOP 2009), reprinted with permission

where the weights Wr and Wn, which reflect the frequency content of the reference
and the noise signals, provide greater independence in specifying trade-offs to
the optimization problem. Accordingly, the H∞ optimal control problem that we
pose is minK ‖Φ(K)‖∞. The minimization of zs reflects the tracking-bandwidth
requirement. If we design the weight function Ws( jω) to be large in a frequency
range of [0 ωBW] and ensure that zs is small over the entire frequency range
(through the above optimization problem), then the tracking-error e will be small
in the frequency range [0 ωBW]; that is the closed-loop positioning device has a
bandwidth of ωBW. Alternatively, note that the transfer function from r to zs is
WsSerWr. The optimization problem along with our choice of Ws and Wr ensures
that the transfer function Ser is small in the frequency range [0 ωBW]. Similarly the
transfer function from n to zt is the weighted complementary sensitivity function
WtTWn, whose minimization ensures better resolution as it forces low control
gains at high frequencies, and the transfer function from r to zu is WuS(Kff +
Kfb)Wr, which measures the control effort. Its minimization reflects imposing the
limitation that the control signals be within the saturation limits. Figure 5.17a
shows the experimentally obtained transfer function from reference to error, i.e.
Ser(s) which represents the tracking performance (ωBW = 148.2 Hz) and the transfer
function from reference to output, i.e. Tyr(s) is shown in Fig. 5.17b. There was
an improvement of 290% in bandwidth for the same values of the resolution
and robustness when compared to the feedback-only design. Similar improvement
in other performance objectives (resolution and robustness) can be obtained by
appropriately designed weight functions.

An analysis of the resulting 2DOF closed-loop system demarcates the roles of
the feedforward and the feedback control. Since Ser = S(1−GKff), and S cannot be
made small over the entire bandwidth range (in order to allow for noise attenuation),
the feedforward control is “active” in making Ser small beyond the frequency where
|S| is not small (say greater than 1/

√
2). Also since S = (1+GKfb)

−1 is completely
determined by Kfb, the feedback component is dominant in frequencies where S
is small. Therefore the main contribution of the feedforward component is in the
frequency range where S is no longer small. However, this frequency range is
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limited. Typically nanopositioning systems have very low gains beyond their flexure
resonance frequencies. Therefore very high control inputs are needed to make the
positioning systems practical beyond their flexure resonances. The saturation limits
on control signals form the main constraints on attaining bandwidths beyond flexure
resonances. Thus the feedforward components provide performance enhancements
over feedback-only designs in the frequency range from the corner frequency of S
to the flexure resonant frequency. This separation of roles becomes evident from the
optimal feedback law, where the resulting design is such that Kff ≈ 0 when Kfb is
large, even when the optimization cost function in the problem formulation does not
discriminate between feedforward and feedback components.

Another important benefit of the 2DOF design is that it does yield performance
specifications that are impossible for 1DOF designs. For instance, the experimental
results in Fig. 5.17 show that the tracking bandwidth ωBW of the closed-loop device
can be made larger than the roll off frequency ωT , which determines the resolution.
The corner frequency ωBW can never be made larger than ωT in feedback-only
(1DOF) designs, which suffer from a stricter trade-off between the resolution and
the bandwidth. The 2DOF control based on a H∞ controller has the bandwidth
ωBW of 148.2 Hz and ωT of 60.1 Hz while the 1DOF optimal-controller yielded
bandwidth of 49.4 Hz and the same roll-off frequency.

In this section, we have presented the demands, challenges, and control designs
for nanopositioning devices. It has been shown that they fall naturally into the
modern control theory paradigm. This theory provides an appropriate approach to
quantify, incorporate, and achieve both the performance and robustness objectives.
Using this approach, we have obtained significant improvements in bandwidth
and repeatable sub-nanometer resolution for these devices. Even though the ex-
perimental results presented here have focused on bandwidth enhancements in
existing positioning systems, the control theoretic framework allows for extreme
specifications on resolution or robustness by making appropriate trade-offs. For
instance the extreme specification of sub-nanometer resolution is achieved by a large
sacrifice of tracking bandwidth in Sect. 5.3.4. Similar trade-offs can be imposed to
achieve extreme specifications on robustness. The control design here is focussed on
improving performance of single nanopositioning systems. There is a large scope for
control systems theory in extending these design methods to an array of positioning
systems specially developed for high-throughput applications.

5.4 Dynamic Mode Operation in AFM

In the dynamic mode operation of AFM, the cantilever is forced externally by
a known signal. Typically the forcing is induced by moving the support of the
cantilever using a dither piezo. Traditionally the support is forced sinusoidally at
or near the first resonant frequency of the cantilever. However, recently, methods
that force the cantilever with a superposition of sinusoids are being proposed.
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Fig. 5.18 The figure shows a feedback interconnection of a linear time invariant system G that
models the cantilever with a memoryless non-linearity φ . Here g, η , v, and d model dither forcing,
measurement noise, and sample topography, respectively

For the dynamic mode, the cantilever dynamics in (5.1) can be rewritten as

p̈+
ω0

Q
ṗ+ω2

0 p = η + g+h, (5.11)

where the total force at the cantilever tip is the sum of the thermal noise force η , the
external dither forcing g, and the force h on the tip due to the interaction between
the tip atoms and the atoms on the sample. Note that the tip-sample interaction
forces depend on the tip-deflection and possibly the tip velocity. Assuming a
static dependence of the tip-sample interaction force on the tip-sample separation,
r a system description of the dynamic mode AFM is provided by the feedback
interconnection of the cantilever transfer function and the static nonlinearity φ
as shown in Fig. 5.18. In this figure, the sample topography (or the initial offset
between the sample and the cantilever) appears as d and the tip-sample separation
r is modeled as the sum of the tip-deflection p and the tip-sample offset or the
topography d . This viewpoint, where the cantilever tip-sample dynamics is posed as
a feedback interconnection of a linear filter (representing cantilever dynamics) and
static nonlinearity (representing tip-sample interaction), enables significant analysis
and design in AFM. Such a viewpoint was first introduced in [27, 28].

For most practical implementations of control, it is necessary to identify the
transfer function G from input–output experiments instead of deriving it from
(5.1), since various latencies and dynamics of the AFM system components are
not captured by (5.1). One means of obtaining such a description is to obtain the
frequency response of the cantilever with the forcing at the dither as the input and
the photodiode voltage signal as the output. It is to be remarked that in Fig. 5.18 all
the forces η , h, and g see the same transfer function G. However, η is a distributed
force, g is realized by forcing the base of the cantilever, whereas h appears at the
tip end of the cantilever. The validity of the assumption that all these force inputs
appear at the same point in the feedback interconnection and that they see the
same transfer function G needs to be verified for the particular application and the
dynamic method being analyzed.

Not for resale



5 Atomic Force Microscopy: Principles and Systems Viewpoint Enabled Methods 133

In many applications, the identification of the function φ for a fixed lateral
coordinate on the sample is the goal. In such cases, the sample position with respect
to the cantilever is changed quasi-statically using the vertical piezo and the tip-
deflection p is measured. That is, d is altered in a quasi-static manner by using
the z piezo. Typically the dither forcing is of the form g = A f sinω0t, where ω0 is
the first resonant frequency of the cantilever. The cantilever deflection p, when the
sample’s influence is negligible, is sinusoidal with phase ∠G( jω0) and amplitude
|G( jω0)|A f . Under the sample’s influence, for a given offset d, the cantilever
deflection is assumed to be periodic with period 2π/ω0. This assumption implies
a periodic force h on the cantilever tip. The sample force h on the cantilever tip can
be reconstructed by realizing that the measured tip-deflection is

y = G(η + h+ g)+ϑ . (5.12)

Therefore, reconstruction of h requires inversion of the cantilever transfer function
G and appropriate methods to address measurement noise ϑ and process noise η .
Once h is estimated, a parametric model of φ can be assumed and the parameters of
φ identified (see [28]), or, as introduced in the preliminary work [16], it is possible
to obtain the force–separation relationship from the reconstructed h and deflection
p data without assuming any model of the relationship.

When the topography image is being sought, d = d(x,y) models the topography,
where (x,y) represent the lateral coordinates of sample position being imaged. The
lateral position of the sample is changed typically by a piezoactuated positioning
system. Therefore, the sample-topography estimation problem is translated to
reconstructing the sample profile d as a function of (x,y) from the measured
deflection signal y.

The dynamical system depicted in Fig. 5.18 can lead to complex behavior (see
[3, 14, 23]). An analysis of the amplitude and phase of the first harmonic of the
cantilever oscillations when forced sinusoidally is provided in [25,26]. The study of
complex behavior is significant in its own right. However, for imaging and imaging
related analysis, it is evident that simplifying assumptions need to be made that
render the models tractable while capturing the dynamics relevant to imaging.

One such simplifying assumption is to break the feedback interconnection of
Fig. 5.18 and consider the tip sample force h(t) to be a train of impulses that
model the cantilever tapping the sample as it oscillates. This assumption is also well
motivated as the cantilever oscillation amplitude is typically in the 25 nm regime and
the tip-sample interaction forces are effective for separations less than 5–6 nm. Thus
the cantilever tip spends only a small fraction of its trajectory under the sample’s
influence and therefore can be approximated as an impulse every oscillation cycle.
Thus a reasonable approximation for h is given by

h(t) = ∑
n

anδ (t − nT), (5.13)

where δ denotes an impulse function, T is the time period of the dither forcing and
an models the strength of the impulsive force during the nth cycle. The problem then
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Fig. 5.19 Figure shows that an observer can be implemented on the cantilever model parameters.
The observer mainly comprises a model of the cantilever and its role is to estimate the cantilever
dynamics. The observer is provided with the dither forcing and the measured cantilever deflection.
The mismatch in the cantilever deflection and the observer-based estimated signal is primarily due
to the sample force φ , thermal noise η , and measurement noise ϑ

reduces to estimating the information source an. Such a modeling simplification has
resulted in the high speed sample detection scheme described next, the transient
force atomic force microscopy (TfAFM), which forms the first instance of the use
of observers for AFM applications.

5.4.1 Observer-Based Dynamic Mode Methods

For h given by (5.13), the problem of estimating an that represent the magnitude of
the sample interaction strength, becomes closely related to the problem of estimating
the initial condition reset of the cantilever system state (represented by the transfer
function G(s)) caused by the impulsive force during the nth cycle. The impulsive
force contribution during the nth cycle changes the initial condition of the cantilever
state and the initial condition change response appears at the measured output y. For
many applications, the transfer function G(s) has a large quality factor that translates
to an impulse response that has a long duration. Thus, unless impulsive force inputs
are separated by long intervals, the output suffers from the interference of the effects
of two initial condition resets. Such an effect leads to inter-symbol interference,
where the sample is considered the information source to be deciphered. An
effective way of shortening the channel G(s) response time is to implement an
observer as shown in Fig. 5.19. The impulse response of the system viewed from the
input h to the output e1 in Fig. 5.19 can be considerably shortened (effectively from
Q oscillation cycles to four cycles, where Q is the quality factor of the cantilever).
Thus the channel G(s) is effectively equalized using communications terminology
and the source symbol sequence an can be deciphered considerably faster. This
effectively translates to faster detection of the sample features. The details of this
method can be found in [20, 21] (see Fig. 5.20).

Another challenge in dynamic mode AFM methods is the need for a measure
of the fidelity of the data that is being interpreted as the image of the sample.
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Fig. 5.20 The figure shows a schematic of transient force atomic force microscopy where in
addition to the Kalman observer, a closed-loop system regulates a setpoint amplitude A0 primarily
to maintain the cantilever tip engaged with the sample surface. Every time the cantilever impacts a
surface feature that is modeled as an impulsive force, an event is registered

For example, in amplitude-modulation AFM, it is often difficult to estimate in real
time whether the cantilever tip is interacting with the sample or not. This issue
is particularly acute for high-speed AFM applications and for samples with high
aspect ratio features where the cantilever “parachutes” [2, 32] off into a valley in
the sample’s topography. In the absence of the sample, in steady state, after the
initial condition mismatch between the cantilever state and the observer state has
died out, the error e1 is close to zero. The remnant mismatch in steady state is due to
photodiode noise and the thermal noise that affect the measured cantilever deflection
without affecting the observer circuit. In the presence of the sample, the cantilever
behaves as a modified cantilever with changed quality factor and changed resonant
frequency (see Fig. 5.21a). If the sample force is given by h(p, ṗ), the estimate of
the equivalent cantilever frequency and the quality factor are given by [17]

ω
′2
0 = ω2

0 +
2
a

1
2π

∫ 2π

0
h(acosψ ,−aω sinψ)cosψ dψ (5.14)

and

ω ′
0

Q′ =
ω0

Q
+

(
1

aω
1
π

∫ 2π

0
h(acosψ ,−aω sinψ)sin ψ dψ

)
, (5.15)

respectively, where a is the steady-state amplitude of the cantilever in the presence
of the sample. Thus the cantilever behavior under the sample presence is given by

p̈+
ω ′

0

Q′ ṗ+ω
′2
0 p = g(t)+η(t). (5.16)
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Fig. 5.21 (a) The cantilever-sample combination behaves as an equivalent cantilever with changed
resonant frequency and changed damping factor. This combined system can be compared to an
observer based on the parameters of the cantilever alone that provides a measure of the samples
influence on the cantilever trajectory. (b) shows the experimentally obtained model mismatch
signal (in black), which is the rms value of the signal e1 when the sample first approaches the
cantilever tip and then is retracted (shown by the blue triangular signal). The amplitude signal is
shown in red dash-dot format

Note that the observer still behaves according to nominal cantilever parameters,
thus the difference between the observer and the cantilever is due to the change
in the model parameters, which do not decay with time. Thus the persistent error
between the observer and the cantilever dynamics can be used to provide a signal
that indicates the presence of the sample. This is unlike, and in contrast to, the
change due to initial condition mismatch used for transiently detecting the sample’s
presence in [21]. Figure 5.21a shows the implementation architecture used, where
the cantilever-sample system is viewed as an equivalent cantilever with modified
quality factor and stiffness. The measured output and the observer estimated output
are compared. Figure 5.21b shows the root mean square of the estimation error
e1 as the sample-cantilever separation is first decreased in the approach phase and
then the separation is increased in the retract phase. As the sample approaches
the cantilever, the effect of the nonlinearity φ on the cantilever is increased and
thus the equivalent cantilever dynamics deviates more from the nominal cantilever
model. The observer is based on the parameters of the nominal cantilever model
and thus there is increased mismatch between the observer estimated cantilever
deflection and the measured cantilever deflection. The trend of increased rms value
of the signal e1 is evident from the data shown in Fig. 5.21b. Note that this signal
has a near linear relationship with the tip-sample separation. This experimentally
observed linear behavior may be exploited in future research. In related work [19],
real-time estimation of equivalent cantilever parameters using modified recursive
least squares method is presented.

Figure 5.22 shows the AFM operated in a amplitude modulation AFM mode
where the control signal (the vertical z signal to the piezo scanner) is used as an
estimate of the sample height with the probe-loss architecture implemented. It is
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Fig. 5.22 (Experimental
data) The blue solid line
depicts the sample
topography, red dotted line
shows the conventional signal
used for imaging; the control
signal and the black dotted
points represent the
model-mismatch (probe-loss)
signal. It is evident that the
probe-loss affected region of
the sample can be identified
in real-time

evident that as soon as a valley in the sample topography is encountered the probe-
loss signal goes low. The controller actuates the z positioner to move the sample
closer to the cantilever tip. Eventually the cantilever again engages with the sample
and the probe-loss signal goes high. The probe-loss is detected within a couple of
oscillations of the dither forcing. This remarkable speed is possible because the
measurement noise in an AFM setup is quite small allowing for the observer gain to
be high. It is also evident that the probe-loss signal can be used as an effective real-
time means of estimating which parts of the image can be trusted and which cannot
be trusted. The related observer-based framework thus provides for quantitative
measurement of the image fidelity.

5.5 Conclusions

This chapter shows the impact of system-theoretic tools on nanotechnology, espe-
cially in scanning probe microscopy. Feedback formed an important and integral
part of the scanning probes right in their original designs. The various applications
presented in this article confirm that system-theoretic tools will continue to play
a fundamental role in realizing major objectives of nanotechnology – in achieving
practical control, manipulation, and investigation of matter at atomic scales.

This chapter focused on control systems theoretic modeling, analysis, and syn-
thesis of new modes of operations that significantly expand the range of performance
specifications and capabilities of scanning probe microscopes. A systems per-
spective was presented that enabled a study of fundamental limitations on the
performance of these devices. For instance, this framework made it possible to
study inherent trade-offs between resolution, tracking-bandwidth, and reliability
specifications on positioning systems. In addition to determining fundamental
limitations, this framework led to a better understanding of existing technology and
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allowed us to exceed some technological hurdles that were previously thought to be
fundamentally limiting. The system theoretic viewpoint leads to a new generation of
techniques that can potentially enable probing material at the sub-angstrom level at
significantly higher bandwidths. For instance, TfAFM, which achieves enormous
detection bandwidth that is independent of the quality factor of the probe, and,
therefore, independent of the resolution, or, ThNcAFM, that has made it possible
to image with resolution as high as 0.25 Å in ambient conditions. The orders-of-
magnitude improvements achieved in areas such as precision positioning, sample
imaging, and sample detection rates emphasize the potential of systems tools in
nanotechnology.

Many nanoscientific applications and studies, especially scanning probe mi-
croscopy, require analytical and design tools that facilitate parallelization, integra-
tion of multi-range multi-resolution actuators and sensors, real-time estimation of
material features and properties from dynamic measurements, detection of artifacts,
and validation of the interpreted data. These requirements can be viewed as new
challenges for the areas of system identification, distributed control, robustness
analysis, nonlinear estimation, and system verification and validation. In addition to
extending existing methodologies in systems theory, new tools need to be developed
that will specifically address the above challenges.
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Chapter 6
Feedback Control of Optically Trapped Particles

Jason J. Gorman, Arvind Balijepalli, and Thomas W. LeBrun

6.1 Introduction

Optical trapping is a family of approaches for localizing and manipulating atoms,
molecules, and nano- and microscale particles using optical forces (see [1–4] for an
introduction). Among these approaches, the gradient force optical trap, or optical
tweezers, discovered by Ashkin et al. [5] is the most widely used due to its simplicity
in implementation, applicability across both the micro- and nanoscales, and passive
trapping stability. Ashkin’s gradient force optical trap is the subject of this chapter
and from herein will be referred to simply as an optical trap. In its simplest form,
an optical trap is formed by directing collimated light from a laser into the back
aperture of a microscope objective with high numerical aperture (NA), which is
typically located on an inverted microscope. The microscope objective focuses the
light to a diffraction-limited spot inside the sample of interest and then the light
diverges after passing the focal plane, as shown in Fig. 6.1a. An optical trap is
created near the focal spot and imparts optical forces on micro- and nanoscale
particles within the vicinity of the trap. The shape of the beam results in the creation
of two force components, a gradient force that pushes the particle towards the focus
of the beam and a scattering component that directs the particle along the direction
of propagation of the beam. A stable optical trap is formed when the gradient force is
greater than the scattering force along all three Cartesian axes. Once in the trap, the
particle will remain there until it escapes due to its own Brownian motion [6, 7] or
is pushed out by an external force. Figure 6.1b shows multiple microscale particles
held in optical traps.

The basic principles behind the generation of forces in an optical trap are well
understood, although the development of accurate physical descriptions remains an
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Fig. 6.1 Optically trapped particles. (a) Schematic of an optical trap formed at the focus of a laser
beam with a particle trapped at its center. (b) Simultaneous trapping of six microparticles using the
time-sharing approach (optical microscope image). See [4] for a description of the time-sharing
approach

open area of research (e.g., see [8–10]). For particles with critical dimensions larger
than the wavelength of light used for trapping (d � λ , referred to as regime 1),
these phenomena are generally described from the perspective of ray optics. The
particle acts as a lens, thereby refracting the light and changing the direction of the
momentum of the photons. Due to the conservation of momentum, the change in
momentum of light causes an equal but opposite force on the particle. The sum of
the forces from the rays of light pushes the particle towards the center of the trap
as a result of the particle shape and the sharply focused laser. When the particle is
smaller than the wavelength of light (d � λ , referred to as regime 2), a different
perspective is used to explain the optical forces. The light’s electric field imparts an
oscillating electric dipole moment on the particle. This dipole moment is attracted
to the point of highest intensity gradient, which is at the laser focus, resulting in the
particle moving to the center of the trap. These two regimes provide a convenient
way to think about the trapping physics but do not address the situation when
the particle is approximately the same size as the wavelength of light. In reality,
there is a continuum between these regimes but unified theories that describe the
trapping phenomena across these regimes for all materials (e.g., generalize Lorenz–
Mie theory [11, 12]) are complex and require extensive numerical calculations.
Regardless of the regime, both descriptions above support the fact that in a stable
trap, particles are drawn to the center of the trap and are held there until larger
external forces push them out.

Particles ranging from tens of nanometers to tens of micrometers in diameter can
be trapped (e.g., see [9]), although successful trapping across this range is heavily
dependent on the shape and material of the particle. Spherical particles trap reliably
due to their symmetry and ability to refract light across a wide entrance angle for the
incoming light. As a result, spherical particles are most commonly used, although
many other shapes have been trapped, as discussed shortly. The particle material
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also has a large impact on the trapping forces, which can be easily explained using
the two regime descriptions discussed above. In regime 1, the particle must be able
to refract light and, therefore, is typically made of a dielectric material with the
appropriate index of refraction, such as glass or polystyrene. Metals, which reflect
and absorb light, do not trap well in this regime because they make poor lenses and
they experience significant heating. Looking at regime 2, we find that the opposite
is true. When particles are smaller than the wavelength of light they must be capable
of generating a strong electric dipole moment. The strength of the dipole moment
is directly related to the material’s polarizability; the more polarizable the material,
the larger the force. Since the polarizability of metals is significantly larger than for
dielectrics, metal nanoparticles yield stronger trapping forces than their dielectric
counterparts [13,14]. In general, metal nanoparticles only trap when they are below
several hundred nanometers in diameter, whereas dielectric particles trap from the
microscale to the nanoscale, but not as effectively as metals at the nanoscale.

The effective restoring forces that push the particle toward the center of the trap
can be conceptualized as a three-dimensional nonlinear spring. The magnitude of
the forces is directly related to the intensity of the trapping light. The trapping
forces can range from fractions of a piconewton to hundreds of piconewtons
with the corresponding laser power ranging from a few milliwatts to hundreds of
milliwatts. Photodamage of cells and macromolecules is one limiting factor in the
laser intensity used [15, 16], and as a result limits the maximum forces that can be
generated when manipulating biological components. Rohrbach [9] has shown that
the trapping forces follow a nonlinear trend for dielectric particles as their diameter
is reduced. Starting in regime 1, as the particle diameter decreases the trapping
forces increase. When the wavelength of the trapping light and the particle diameter
are equal, the trapping forces peak. As the diameter is reduced further, moving
into regime 2, the trapping forces get smaller and approach zero for diminishing
size. Similar behavior has also been demonstrated for gold nanoparticles, where the
trapping forces decreased with decreasing particle diameter [17].

Once the particle is trapped it can be manipulated in all three Cartesian
coordinates by moving the trap. Various actuators are used to move the trap
within the sample to achieve a desired position or dynamic motion. In some cases,
manipulation of multiple particles is necessary. A single laser can be used to create
multiple traps to localize the position of multiple particles in different locations
using a time-sharing approach. This is achieved by scanning the laser rapidly
between several different locations where traps are to be formed [4]. By scanning the
beam much faster than the response time of an individual particle, the intermittent
trapping forces are still capable of maintaining the desired positions of the particles.
An example of time-shared trapping is shown in Fig. 6.1b, where six microparticles
are trapped simultaneously and rotated in a circle using one laser. Trap scanning
can also be used to create traps of arbitrary shape by scanning the beam rapidly in a
pattern to localize nonspherical particles. For example, line traps have been shown
to be effective at trapping nanowires lengthwise in the image plane [18].

The applications of optical trapping are quite broad. In addition to simply
manipulating a particle, a trapped particle can be used to impart forces on another
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object or be used to measure small forces applied to the trapped particle by some
other system of interest. A single trap or multiple traps can be used to pull or
push objects, which can then be used for experimental mechanical measurements
with exceptional precision due to the nanoscale positioning capabilities of an
optical trap. More than any other research area, biophysics has adopted optical
trapping as a primary research tool for measurement and manipulation and it has
been instrumental in many important discoveries with respect to the mechanics
of molecules and cells over the last two decades. Optical trapping has been used
to investigate the nonlinear stiffness exhibited by DNA [19] and to measure the
velocity of RNA polymerase steps during the transcription of DNA, as well as
the pulling force of the RNA polymerase [20]. In these cases, one end of the
DNA molecule was attached to a microsphere that was trapped and the other
end was stuck to a glass slide either directly or through an additional molecule,
such that the trapped microsphere could apply a tensile load to the DNA. Similar
experimental approaches have been used to observe the folding and unfolding of
single proteins [21] and to measure the pulling force and velocity of molecular
motors, including myosin (critical in muscle contraction) [22] and kinesin (used
in many cell functions) [23]. Optical trapping has also made a large impact on cell-
level studies. For example, traps have been used to stretch red blood cells to measure
their elasticity [24,25], which is an excellent indicator of cell health, and to perform
automated cell sorting for large assays that require high-quality cells [26].

Numerous measurement applications at the micro- and nanoscales beyond
biophysics have also made use of optical trapping. Trapped particles have been used
as local probes of fluid flow velocity [27] and viscosity [28] within microfluidic
channels, providing in situ measurements that are otherwise difficult to achieve. The
force characteristics of an optically trapped particle have also been used as a probe
for measuring the topography of structures within an aqueous sample with minimal
contact forces (<5pN). Similar to scanning probe microscopy, the trapped particle is
scanned over a structure and the displacement of the particle is recorded to produce
a representation of the structure topography [29–31]. Optical traps have also aided
exploration into the fundamental physics of mesoscopic systems. For example, an
optical trap was used to demonstrate that the instantaneous velocity of a Brownian
particle can be measured [32], which was long believed to not be possible.

Another important application domain for optical trapping is the assembly of
particles into more complex and functional micro- and nanostructures. Early work
in this area focused on microstructures. For example, multiple optical traps were
used to assemble linkages composed of cells and polystyrene microparticles that
bond due to protein molecules that provide biospecific adhesion [33]. Linear chains
of microparticles have also been assembled using a combination of optical trapping
and photopolymerization to bond the particles together [34]. The resulting structures
have been used to control particle flow in microfluidic channels and could be used
as a probe for manipulating other microstructures. Trapping has also been used to
automatically assemble a sixteen-piece microscale puzzle [35], which demonstrated
that this approach is viable for low-throughput manufacturing. More recently, there
has been a focus on assembling structures with nanoparticles. Nanowires have been
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trapped and rotated in the plane and then assembled into free-floating linkages
using laser-based cutting and bonding techniques [36]. It has also been shown
that multi-nanowire structures can be assembled on a surface using an adhesive
layer [37]. Recently, gold nanoparticles have been assembled into ordered patterns
of forty or more using optical trapping with position deviations from the desired
locations on the order of ±100nm [38]. Assembling nanoparticles and nanowires
into nanodevices using optical trapping can be more time and cost efficient than
many top–down and bottom–up fabrication approaches when prototyping devices.
However, it is likely that it will not be appropriate for high-volume production due
to its low throughput.

It is clear from the applications discussed above that users of optical trapping
typically require a high level of control over both force and position, whether it
be a measurement, manipulation, or assembly task. Furthermore, due to the optical
forces, the interaction forces between the trapped object and the trapping medium,
and the object inertia, the dynamics of a trapped particle are quite complex. As a
result, the application of feedback control to optical trapping is an obvious approach
to improving the system performance, whether it be for force or position control.
This chapter focuses on the use of feedback control in optical trapping and is
intended as an introduction to both the technical and practical issues. An overview
of the existing research in this area is provided in the following section along
with a discussion of the various control objectives encountered. This is followed
by a discussion of the sensing and actuation technologies typically used in optical
trapping and the tradeoffs in their performance with respect to closed-loop control.
The dynamics of an optically trapped particle are then explored, with an emphasis
on the control challenges and tractable models that can be used for control design.
A control approach that uses the optical trap position as the control input (scan
control) to suppress Brownian motion is then presented. Finally, the outstanding
challenges in this field from our perspective are discussed.

6.2 Overview of Feedback Control in Optical Trapping

As with so many other fields, feedback control has been integrated with optical
trapping in order to improve system performance and enable new capabilities. The
earliest example of feedback control is the stabilization of levitated microparticles
with optical forces, as demonstrated by Ashkin and Dziedzic [39]. However, in this
case, the trapping forces for optical levitation are largely along the laser’s direction
of propagation rather than in all three Cartesian directions, as found in the gradient
force optical trap. Feedback control was first applied to a three-dimensional gradient
force optical trap by Finer et al. [22] to maintain a constant position for a trapped
particle while a motor protein (myosin) pulls on the particle. The added stability of
the particle provided by feedback control yielded force and position measurements
that had the best sensitivity and resolution to date. Since then, single molecule
biophysical experiments have been a driving force for control innovations in optical
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Fig. 6.2 Schematic of a common configuration for single molecule measurements using an optical
trap. A single molecule is attached at one end to a trapped microparticle and attached to a binding
component at another location along its length. Synchronized motion of the trap and coverslip is
used to measure the mechanical properties of the single molecule, the binding component, or both

trapping and the use of feedback control has played a major role in a number of
important studies [19, 20, 23, 40–44].

The majority of these single molecule studies can be viewed as variations on the
trapping configuration depicted in Fig. 6.2. A microparticle is held in an optical trap
close to the sample coverslip. A single molecule is attached to the microparticle at
one of its ends and is attached to a binding component at another location along
its length. The binding component is adhered to the coverslip through a selective
chemical bond. In some cases, the binding component is a motor protein that can
move along the single molecule or move on the slide, which in both cases will impart
a force on the microparticle. Specific examples of this configuration include an actin
molecule and myosin molecule [22]; a DNA molecule and RNA polymerase [19];
and a kinesin molecule and a microtubule [23], for the single molecule and binding
component, respectively. The particle motion in an optical trap can be measured
accurately using one of the methods described in more detail later in this chapter. For
a properly calibrated optical trap, the trapping force can then be accurately measured
as a function of the displacement of the particle, under the assumption that the trap
acts like a nonlinear spring. Additionally, the coverslip, and therefore the binding
component, can be moved relative to the trap using a precise motion stage. As a
result, this configuration can be used to measure the motion and force characteristics
of the single molecule or binding component through coordinated motion between
the trap and stage. This coordination is where feedback control plays a critical role.
Since the range of the particle in the trap where linear force measurements can be
made is small (e.g., ∼250nm for a 1μm particle), precise control over the position
of the trap is needed to maintain the experiment in this range, which has been an
enabling factor in the biophysical experiments discussed above.

Depending on the measurement of interest, the experimental configuration shown
in Fig. 6.2 is typically implemented either isometrically (constant particle position)
or isotonically (constant particle force). Isometric measurements are used to
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Fig. 6.3 A visual description of position and force clamps implemented with either scan control
or intensity control. The optical trap is represented as a potential well and in each case is shown in
two states, before (0) and after (1) control action. (a) Position clamp using scan control – the trap
position is adjusted to keep the particle stationary. (b) Position clamp using intensity control – the
laser intensity is adjusted to keep the particle stationary. (c) Force clamp using scan control – the
trap position is adjusted to keep the force on the particle constant. (d) Force clamp using intensity
control – the laser intensity is adjusted to keep the force on the particle constant. Adapted from
Visscher and Block [43]

measure the mechanical properties of the single molecule or binding component
(e.g., stiffness or pulling force of motor protein), whereas isotonic measurements
are useful for tracking their motion over longer ranges (e.g., motor protein step
size). In both cases, they are implemented using feedback control, either with a
position clamp (isometric) [19,20,22,40–42] or a force clamp (isotonic) [23,43,44].
Feedback control for either clamping methods can be realized using one of the two
control inputs to the system: the position of the trap or the intensity of trapping laser.
As a result, there are four distinct control modes that are defined by whether position
or force clamping is desired and whether the control input is the laser intensity or
trap position, as depicted in Fig. 6.3.

The trap is drawn in Fig. 6.3 as a potential well and the trapped particle is shown
in two states for each control scenario, before (state 0) and after (state 1) control
action. A force, F , is applied to the particle through the single molecule, which pulls
the particle away from the center of the trap. The trapping force that counteracts the
external force F is proportional to the slope of the potential well at the position of
the particle. When using a position clamp, the position, x, is held constant either
by scanning the trap position, xt, to the right (Fig. 6.3a) or by increasing the laser
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intensity, I (Fig. 6.3b), to oppose the force. Alternatively, a force clamp can keep
the reaction force constant either by scanning the trap to track the particle position
(Fig. 6.3c) or by reducing the laser intensity as the particle is pulled away from
the center of the trap (Fig. 6.3d). Note that the particle shown in Fig. 6.3d is at
two different heights for the two states. In order to maintain a constant force on
the particle, the location of the particle in the well shifts to maintain the same
slope for the two states. Each of the control modes has its advantages depending
on the biophysical experiment of interest, which are discussed in [43]. These modes
provide the control architecture but the control law that determines the laser intensity
or trap position at a given time instant must still be defined. In general, the position
and force clamps demonstrated in [19, 20, 22, 23, 40–44] have been implemented
using a proportional–integral–derivative (PID) control law, or some subset of this
(e.g., P, PI), with static position or force setpoints.

Closed-loop position and force clamps have been the enabling factor in all of
the biophysical measurements discussed above. However, as would be expected,
the emphasis in this research has been on the biophysics and not on the opti-
mization of the controller design. As a result, the controllers up to this point
were implemented with minimal control design effort and without analysis of the
tracking performance or suppression of the Brownian motion of the trapped particle.
Furthermore, the bandwidth of these control systems was relatively low given the
known dynamics of the particle. In most cases, the bandwidth is below 2 kHz due
to the use of averaging filters. Finally, the results discussed above were almost
exclusively focused on particles that are tethered to the coverslip by a molecule. The
molecule localizes the particle and reduces its Brownian motion, thereby making
it easier to control. Since there are many applications for optical trapping outside
of biophysics that do not use a tether, there is a need for control systems for
freely suspended particles that go beyond the force and position clamp control
modes.

Within the past decade, control system researchers have begun to investigate
general control design approaches for optically trapped particles based on the
previous work on force and position clamps [45–52]. This research has been
motivated by the large impact of the biophysical measurements described above and
other broad applications for precise optical traps, including nanoscale assembly and
material characterization. One major thrust has been the suppression of Brownian
motion to improve the position localization of the particle. In general, this research
has focused on the control of free particles rather than those that are tethered because
the control approach can then be adapted for any specific application. Wulff et al.
[45] investigated the performance of a proportional–integral (PI) controller that is
tuned to achieve Bode’s ideal first-order loop gain and found that it could suppress
Brownian motion by 20% below 100 Hz for a 1μm polystyrene particle, but it
amplified the motion above this frequency. The limited bandwidth was partially
due to the fast scanning mirror used to move the trap, which required an observer
to estimate its scan angle and has slower dynamics than other commonly used
scanners. An adaptive control approach was also demonstrated by this group,
which can automatically identify the system parameters for different particle sizes,
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particle materials, and laser power and then tune the controller appropriately
[46]. High-bandwidth Brownian motion suppression was first demonstrated by
Wallin et al. [47], where a linear proportional controller was used to increase the
trap stiffness by a factor of 13 over a wide frequency range (DC to ∼5kHz).
A proportional predictive controller was also investigated to extend the bandwidth
of the controller by compensating for loop delays with an infinite impulse response
(IIR) filter, resulting in an even greater trap stiffness and frequency range for
motion suppression [48]. Most recently, we have presented an analysis of a general
PID controller for Brownian motion suppression, including expressions for H2 and
H∞ norms for the closed-loop system, and have experimentally demonstrated a
reduction in the RMS motion of a 1μm particle by approximately 40% compared to
a static trap [49].

All of the controllers discussed above have been linear, although the stiffness
of the trap is known to be nonlinear. The trapping force can be approximated by a
linear stiffness near the center of the trap but the stiffness decreases as the particle
moves away from the center and asymptotically approaches zero. From an energy
perspective, the potential well formed by the trap has a finite depth and the particle
can escape the potential well if its energy is large enough, which could either be
due to the particle’s thermal energy or an external force. As a result, there has
been interest in developing nonlinear controllers that can guarantee that the particle
remains in the trap, thereby enhancing manipulation capabilities. Such controllers
have been developed [50–52] but have yet to be demonstrated experimentally.
However, stability analysis and simulation results indicate that these nonlinear
approaches can render the particle’s motion globally asymptotically stable, such
that the particle will remain trapped indefinitely barring any physical limitations of
the experiment. These approaches warrant further study and need to be implemented
in practice.

These advances in controller design have brought clear improvements in sys-
tem performance, including enhanced disturbance rejection and wider operational
bandwidth, compared to those used in previous force and position clamp research.
However, control researchers have only begun to scratch the surface with optical
trapping. The achievements discussed above only address particle localization or
the zero setpoint regulation problem. Nonzero setpoint regulation, as found in
position clamps, and tracking or following, as found in force clamps, have not
been analyzed from the control perspective. Additionally, the majority of this work
uses scan control instead of intensity control and as a result does not address
the control of the particle position along the optical axis. One exception is our
recent work on using intensity control to keep nanoparticles in the trap for much
longer durations than found with a passive trap [53]. Finally, it is clear that there
is still room for improvement in both the closed-loop bandwidth and resolution
for optical traps. Increasing the bandwidth will enable added suppression of
Brownian motion at higher frequencies, thereby improving the overall localization
of the trapped particle. Increasing the resolution will improve the manipulation
precision for particles during the assembly of heterogeneous structures, particularly
at the nanoscale. Further, there are typically tradeoffs between bandwidth and
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resolution that must be understood through analysis of the closed-loop system. One
way of addressing some of these issues is through the selection of the best trap
actuators and particle sensing methods for a given application.

6.3 Actuation and Sensing

The performance of the sensors and actuators within a servo control loop has a
direct impact on the performance of the closed-loop system. Although in theory
the controller can be designed to compensate for some shortcomings in actuator
performance (e.g., dynamic inversion, pole/zero cancellation), in practice this often
results in high control effort, which can have negative effects on the actuator.
Therefore, it is important that the actuators and sensors are selected based on known
performance goals. Optical trapping has many options when it comes to sensing
and actuation with a wide range of tradeoffs. This section discusses some of the
best options for feedback control and highlights the issues that affect closed-loop
operation. A broader overview of these technologies with respect to optical trapping
can be found in [3, 43].

As described previously, an optically trapped particle has two distinct control
inputs: the laser intensity and the trap position. Therefore, there are two classes
of actuators of interest: laser intensity modulators and trap scanners. As shown in
Fig. 6.4, both actuators can be used simultaneously or separately depending on the
application. Obviously, the particle position sensing system is important because it
provides feedback for the controller but it is also used to perform measurements
with the particle, such as indirectly measuring the external forces applied to the
particle. These three components, laser trap scanner, intensity modulator, and
position sensing system, are now examined.

Fig. 6.4 Block diagram showing the relationships between the trap actuation, trap dynamics, and
particle position sensing
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6.3.1 Trap Scanners

In order to achieve trap scanning in the x and y directions (in-plane scanning),
the laser beam must rotate about the back aperture of the microscope objective
to avoid clipping the beam. This is achieved by locating the laser scanner, which
alters the angle of the beam, at a plane conjugate to the back aperture (i.e., an
object at the back aperture can be imaged at the plane of the scanner location)
[54]. Rotating the beam about the back aperture also ensures that the beam does
not get clipped at the aperture before entering the microscope objective. Spatial
light modulators are widely used for laser scanning in optical trapping, particularly
for holographic optical tweezers [55] and the generalized phase contrast method
[56]. However, spatial light modulators have modest update rates that are not
appropriate for closed-loop control and, therefore, are not covered further in this
chapter. The most prevalent approach for scanning the beam for feedback control,
thereby translating the trap, is with an acousto-optic deflector (AOD). AODs use
acoustic waves to scan a laser at high rates. A radio frequency (RF) acoustic wave
is generated inside a crystal using a piezoelectric transducer. This creates a periodic
structure inside the crystal with areas of increased and decreased index of refraction
that is analogous to a diffraction grating. This grating causes the incoming beam to
be split into two beams, a diffracted and undiffracted beam, when the incoming
beam is properly aligned to the Bragg angle, θBragg (see Fig. 6.5a). Changing
the frequency of the sound wave alters the period of the grating, resulting in an
angular deflection of the diffracted beam (see [57,58] for more details). The xy trap
position can then be controlled through fine control of the input frequency. One
major benefit of using AODs is that the scan bandwidth is typically on the order of
1 MHz, which is achieved with tunable RF frequency sources. Furthermore, AODs
are widely available for different laser wavelengths and beam sizes. However, their
main drawback is that they exhibit an inherent time delay caused by the time of
flight of the sound wave between the transducer and the far side of the deflected
beam. The time delay ranges from 1μs to 30μs depending on the size of the crystal
and the beam diameter. Although this may seem small, within a closed-loop system
this level of time delay will reduce the effective bandwidth of the system to tens of
kilohertz and will set limits on the system stability. Most of the results reported to
date have not been affected by this issue because their controller bandwidth was the
limiting factor. However, recent results on Brownian motion suppression [47–49]
have shown that the time delay sets a lower bound on the particle RMS motion that
can be achieved with feedback. An additional drawback of AODs is that the sound
wave causes wavefront distortion in the beam, causing nonideal behavior in the trap
(e.g., the intensity profile may deviate from the expected Gaussian profile).

Another important scanner option is the electro-optic deflector (EOD) [58],
which has seen limited use in optical trapping [59] but is well suited for high-
bandwidth control. An electro-optic crystal undergoes a change in its index of
refraction when a high voltage (0 V to 1,000 V, depending on the material) is applied
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Fig. 6.5 Operating principles for acousto-optic and electro-optic deflectors. (a) Acousto-optic
deflector (AOD). A laser beam enters the acousto-optic crystal at the Bragg angle, θBragg . Half
of the beam is unaffected and passes through. The other half is diffracted by the RF acoustic wave
generated by the piezoelectric transducer. The exit angle of the diffracted beam is controlled by
changing the acoustic wave frequency (exit beam shown at frequencies f0 and f1). (b) Electro-
optic deflector (EOD). The index of refraction of an electro-optic prism is controlled by applying
a voltage across the prism. As the index of refraction is changed, the beam’s exit angle changes
(shown at two different indices of refraction, n0 and n1)

across the crystal. As shown in Fig. 6.5b, when the crystal is shaped as a prism, the
change in the index of refraction causes a change in the exit angle of the beam
from the prism. In practice, the prism design is more complex than shown but the
basic principal remains the same. Similar to the AOD, EODs have high scanning
bandwidth but they do not suffer from a time delay like the AOD. As a result,
EODs offer the fastest scanning response of any commercially available actuator.
The bandwidth is only limited by the voltage amplifier rather than the electro-optic
effect and scan rates on the order of hundreds of kilohertz are possible. The main
disadvantages of EODs are that they have the smallest scan range among the most
common scanner technologies and they can generate electromagnetic interference
(EMI) due to the high drive voltage that can introduce noise into surrounding
instrumentation.

Due to the high scanning bandwidth of AODs and EODs, they are the two best
options for closed-loop operation of optical traps. However, scanning mirrors have
also seen significant use in optical trapping and are, therefore, worth mentioning
here. Scanning mirrors are electromechanical actuators that provide control over
the tip and tilt of an attached mirror. The actuation mechanism for the rotational
degrees of freedom can be achieved with a piezoelectric actuator, a voicecoil, or a
galvanometer; each with its own advantages and disadvantages. The main benefits
of using a scanning mirror for optical trapping are that they are easy to align and
use, they reflect almost all of the beam power into the microscope objective, so
very little power is wasted, and they have a negligible effect on the wavefront of
the reflected beam. However, they almost universally have low scanning bandwidth
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Table 6.1 Critical performance parameters for trap scanners (values based on commercially
available systems)

Actuator type Range (mrad) Resolution (μrad) Bandwidth (MHz) Time delay (μs)

AOD 4–56 0.01–6 0.1–4 1–30
EOD 0.6–5 0.01–1 0.2–0.25 Negligible
Scanning mirror 1–350 0.02–1 0.0002–0.002 Negligible

due to the mechanical motion involved, with most systems scanning below 1 kHz.
Additionally, they typically have more complex dynamics than AODs and EODs,
including mechanical resonances, hysteresis, and nonminimum phase behavior. As
a result, scanning mirrors are in general not well suited to fast feedback control for
optical traps. However, they can be of use in low-bandwidth applications where their
simplicity of use and minimal impact on beam quality are needed.

The most important performance parameters for trap scanners with respect to
feedback control are scanning range, resolution, bandwidth, and the time delay
if present. These parameters are summarized in Table 6.1 for AODs, EODs, and
scanning mirrors based on commercially available systems known to have been
used for optical trapping. Although AODs typically have the highest bandwidth
of the three, the time delay in AODs limits their effective bandwidth within a
feedback loop. As a result, EODs offer the best closed-loop performance if the small
scan range is acceptable. Otherwise, AODs with short time delays are preferred for
control. Compression mode, or longitudinal mode, AODs typically have the shortest
time delays because the acoustic wave is propagated along a crystal axis that has a
higher acoustic velocity, whereas shear mode AODs have longer time delays but
larger scan ranges. Proper selection of the beam scanner can greatly simplify the
control design for a given application.

Scanning the trap along the optical axis (z-axis) is much more difficult than in the
x- and y-axes for feedback control. One approach is to use a piezoelectric scanner
to translate either the sample or the microscope objective, thereby moving the
optical trap relative to the sample. This approach typically results in low scanning
bandwidth (<200Hz) due to the mass of the objective or sample holder, which is
generally inadequate for fast feedback control. Additionally, the complex dynamics
of the scanner and its mechanical interactions with the coverslip on the sample make
it a challenge to control. Surprisingly, few other options have been implemented.
One intriguing possibility is to use AODs to control the height of the trap. Two
AODs can be used in series to control the focus of a beam [60], which would in turn
change the height of the trap, providing scanning bandwidth similar to that obtained
with AODs for in-plane motion. Another possibility is to use a MEMS membrane
mirror to control the beam focus [61], which could achieve a scanning bandwidth
on the order of 5 kHz. The current lack of scanning options along the optical axis is
a major limiting factor in obtaining precision three-dimensional control of particle
position.
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Fig. 6.6 Operating principles for acousto-optic and electro-optic modulators. (a) Acousto-optic
modulator (AOM). The diffraction effect caused by the RF acoustic wave splits the incoming beam
into two beams. The RF input power is used to tune the intensity ratio between these beams.
(b) Electro-optic modulator (EOM). The incoming beam enters an electro-optic crystal that alters
its polarization as a function of the control voltage. The beam then passes through a polarizer set
at 0◦. The exiting intensity is reduced by shifting the laser polarization in the crystal away from 0◦

6.3.2 Laser Intensity Modulators

The stiffness of the trap is directly proportional to the laser power. Therefore,
particle motion within a trap can be controlled by adjusting the laser intensity
accordingly. The acousto-optic modulator (AOM) is the most common actuator
used to control laser intensity and has been used previously in optical trapping
to implement position clamps [19, 20]. An AOM operates similarly to an AOD in
that an acoustic wave inside a crystal is used to create a diffraction grating that
alters the incoming beam’s direction (see Fig. 6.6a). However, instead of adjusting
the frequency of the acoustic wave, its amplitude is controlled, which changes the
amount of light diffracted by the wave. The sum of the optical intensities for both the
diffracted and undiffracted beams remains relatively constant as the wave amplitude
is changed. AOMs generally have time delays shorter than most AODs (<5μs).
Therefore, the effective bandwidth in AOMs is typically higher in comparison to
AODs, with most systems achieving at least 100 kHz. Similar to AODs, AOMs can
cause wavefront distortion in the trapping beam due to the diffraction grating, which
can result in undesirable deviations from the ideal beam profile.

An electro-optic modulator (EOM) can also be used to control laser intensity. An
EOM is effectively a tunable waveplate, as shown in Fig. 6.6b. The beam entering
the electro-optic crystal is linearly polarized at 0◦. The polarization of the beam
exiting the crystal is controlled by the voltage applied across the crystal crosssection.
After exiting the crystal, the beam passes through a linear polarizer set at 0◦.
If the beam polarization is rotated away from 0◦ due to an applied voltage on the
crystal, the intensity of the beam exiting the polarizer will be reduced accordingly.
Similar to EODs, the bandwidth of EOMs is limited by the achievable slew rate for
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Table 6.2 Critical performance parameters for laser intensity modulators (values based
on commercially available systems)

Actuator type Bandwidth (MHz) Extinction ratio Time delay (μs)

AOM 1–30 300:1–2,000:1 0.5–5
EOM 0.25–100 200:1–1,000:1 Negligible
Modulated laser diode 0.35–20 >1,000 : 1 Negligible

high-voltage amplifiers and is typically above 200 kHz. Unlike AOMs, EOMs have a
negligible effect on the beam wavefront and can transmit up to 95% of the incoming
intensity.

One other option for intensity control worth mentioning is intensity modulation
of a diode laser. This requires the use of a diode laser for trapping, which has
become prevalent over the last decade. It is common to achieve an intensity
modulation bandwidth in the tens of megahertz using this approach, making it the
fastest actuation mechanism discussed here. The main drawback is that the beam
characteristics can change when going from high to low intensity, including the
phase and wavelength. However, this may have only a marginal effect on controlling
the trapped particle. The critical performance parameters for the three intensity
modulators discussed here are shown in Table 6.2. All three approaches are capable
of achieving bandwidth greater than 100 kHz, which has been found to be sufficient
in previous research. Hence, one advantage of intensity control over scan control is
that it is straightforward to achieve high actuation rates with any of the modulator
options, which is not the case for scanners. Additionally, intensity control can be
used to localize a particle along the z-axis, which is difficult with the available trap
scanner options, although it cannot control the position of the particle arbitrarily.

6.3.3 Particle Position Sensing

A number of different methods have been developed to measure the position of
an optically trapped particle with resolution approaching 1 nm, both for in-plane
and out-of-plane motion. However, only a few of these methods are appropriate
for closed-loop control. These methods are described here along with some of
the shortcomings of other methods that are less suitable for feedback. By far, the
most commonly used position sensing method has been back-focal-plane detection
[4, 43, 62, 63], which can measure the in-plane or x and y motion of the trapped
particle. As shown in Fig. 6.7a, the back-focal-plane detection method uses a
second laser to measure displacement by focusing the beam with the trapping
objective and measuring the motion of the light scattered by the trapped particle. The
advantage of using an independent laser for position measurement is that it provides
a fixed reference, which yields absolute position measurements. The detection laser
intensity is much lower than the trapping laser to minimize the trapping forces
generated by this second beam. An idealized depiction of the relationship between
the particle displacement and the motion of the light for dielectric particles is shown
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Fig. 6.7 Description of the back-focal-plane detection method. (a) Both the trapping laser and
detection laser pass through the sample and are then separated with a dichroic mirror. The detection
laser is directed onto a quadrant photodiode positioned near a conjugate plane of the back-focal-
plane of the condenser. (b) Lateral motion of the particle results in scanning of the detection laser,
which can be measured on the quadrant photodiode

in Fig. 6.7b. The detection laser is focused just below the trapped particle such that
the particle collimates the light passing through it. In-plane motion of the particle
results in angular scanning of the beam. The detection laser exiting the microscope
condenser is then directed onto a quadrant photodiode by a dichroic mirror.
The detection laser is generally a different wavelength than the trapping laser so that
the two can be separated optically. The quadrant photodiode measures the motion
of the beam, which can then be related to the particle motion through calibration
(e.g., see [44]). This approach is referred to as back-focal-plane detection because
the quadrant photodiode is placed at a plane conjugate to the back-focal-plane of
the condenser. However, this exact placement is not required and the position of
the quadrant photodiode along the optical axis is usually optimized empirically to
maximize the displacement signal. Achieving a resolution and bandwidth of 1 nm
and 100 kHz, respectively, is typical.

Several improvements on this method have been developed that could be
beneficial for closed-loop control. One is the use of a differential back-focal-plane
measurement in which two detection beams are used, one to track the particle of
interest and the other to measure the motion of the microscope [64]. This approach
has been used to counteract instrumentation drift and has yielded displacement
resolution below 0.4 nm due to the cancellation of common mode disturbances.

Not for resale



6 Feedback Control of Optically Trapped Particles 157

Another approach has been developed to improve the sensing bandwidth, where
the forward-scattered beam is segmented into two halves and each half is directed
onto a separate fast photodiode rather than a quadrant photodiode [32]. Taking the
difference between the two photodiode signals provides the same information for
a single axis as for the quadrant photodiode but with a higher bandwidth, which
was 75 MHz in this case. Control experiments have yet to require bandwidths in this
range but it may be needed as experiments progress towards air or vacuum trapping
environments where there is significantly less damping from the trapping medium
surrounding the particle.

There are also variations on back-focal-plane detection pre-dating the use of two
separate lasers, one for trapping and one for sensing, that are less appropriate for
feedback control. Microscope illumination can be used to measure particle motion
by imaging the particle onto a quadrant photodiode [22, 40, 41]. However, the light
intensity is significantly lower than that from a laser and, therefore, the shot noise
is much higher for a given bandwidth. The increased noise results in worse position
resolution and as a result this method is not the best option for control. Another
option is to use the trapping laser for both trapping and measuring the position
of the particle by directing the forward-scattered light of the trapping laser onto a
quadrant photodiode [4, 62]. This provides a measure of the particle’s position with
respect to the center of the trap, which can be useful for some experiments. However,
as pointed out in [43], decoupling the position sensing from the trap scanning is
necessary to provide particle position with respect to an inertial reference frame for
feedback control. As a result, this method is typically not used for control.

Other methods for in-plane particle position measurement include laser inter-
ferometry based on differential interference contrast [65, 66] and image processing
using digitized video of the particle [67,68]. The former method can yield excellent
resolution (∼0.3nm resolution over 100 kHz in [65]) but can only measure motion
in one in-plane direction making it impractical for most applications. The latter
method currently suffers from strict bandwidth limitations. Compensation for
instrument drift using feedback from image processing has been demonstrated with
a video sampling rate of 25 Hz [69]. However, this bandwidth is not suitable for
the suppression of Brownian motion or fast trajectory following. Due to recent
innovations in the design of high-speed digital cameras, images of trapped particles
can be captured in excess of 2.5 kHz [70] but real-time image processing of the
particle position remains a challenge. A conservative estimate for the current limit
on the sampling rate of an image processing-based controller is 500 Hz but this will
likely increase as parallel computation and field programmable gate arrays (FPGAs)
are applied to this problem.

Particle sensing along the optical axis (z-axis) has rarely been used for feedback
in a gradient force optical trap. However, there is clearly a need to move from
the two-dimensional control described in [19, 20, 22, 23, 40–44] to complete three-
dimensional control for nanoassembly and lower noise biophysical experiments.
Two laser-based methods have been demonstrated for optical trapping that can be
used for this purpose. The first method assumes that the detection laser passes
through the particle and the refraction of the exiting light is modulated by the axial
motion of the particle [29, 71, 72]. As shown in Fig. 6.8, the particle motion causes
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Fig. 6.8 Schematic of the optical detection mechanism for motion along the optical axis. The
particle sits just upstream from the focus of the trapping and detection lasers. Light passing through
the particle is refracted by the particle and is then passed through a lens (condenser and focusing
optics). The exiting beam is focused to a point and then diverges. The diverging beam is positioned
on a photodiode such that half of the intensity is on the photodiode for the nominal position. As the
particle moves along the optical axis, the angle of refraction for the light passing through particle
changes, thereby changing the intensity on the photodiode

more or less intensity to hit a photodiode located near a conjugate plane of the back-
focal-plane of the condenser. The best position sensitivity is typically achieved when
the photodiode is overfilled such that only half of the laser intensity is detected
by the photodiode. The second method assumes that some of the detection laser
is refracted by the particle while the rest is reflected, which is typically true for
particles smaller than the wavelength of the detection laser [73, 74]. Interference
between the refracted and reflected light results in a position-dependent intensity at
the back-focal-plane of the condenser, which can be measured with a photodiode.
Although these two methods leverage different physical phenomena it is difficult to
separate them, particularly for particles below 1μm. As with the back-focal-plane
detection method described above, an independent detection laser is recommended
for both of these methods to decouple the sensing and actuation. In-plane and out-of-
plane sensing have also been combined for xyz measurement of the particle [72–74].

One of the major benefits of the laser-based position sensing methods described
above is that the sensing bandwidth is only limited by the photodiode response and
the dynamics of the readout electronics. In general, 1 MHz can be achieved with
modest effort, which is more than suitable for the control applications proposed to
date. However, sensor noise sets the ultimate limit on resolution and as a result, there
is generally a direct trade-off between sensor resolution and bandwidth since wider
bandwidth introduces more noise. Designing the positioning sensing system to have
only the required bandwidth will maximize resolution and reduce the constraints
on the controller design. The main sources of noise in these laser-based methods
are intensity fluctuations and pointing instabilities in the detection laser, shot noise
and Johnson noise in the photodiode and respective electronics, and mechanical
vibrations due to acoustic or base excitations. Readers interested in an overview of
noise considerations should refer to Gittes and Schmidt [75].
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6.4 Dynamic Behavior of Optically Trapped Particles

The dynamics of an optically trapped particle are unique in that the optical forces
have a limited operational range around the center of the trap. In this section, the
finite trapping lifetime of particles is discussed to highlight some of the challenges
in controlling trapped particles. This is followed by the development of an empirical
dynamic model of a trapped particle that is suitable for control design.

6.4.1 Finite Lifetime in an Optical Trap

One of the most distinctive characteristics of the dynamics of an optically trapped
particle is that the particle has a finite lifetime within the trap, meaning that the
particle can escape from the potential well. This can be seen experimentally when
trapping particles with low laser intensity, where the low trapping forces can only
keep the particle in the trap for a short time. This phenomenon can be explained by
noting that the potential well formed by the trap has finite depth since there is a limit
on the trap width and depth set by the optics and laser power. If the particle reaches
the edge of the well due to Brownian motion it can escape the trap or go back down
into the well. Since Brownian motion is stochastic it is necessary to discuss the
escape time, or lifetime, in a probabilistic sense, typically as a mean value. In this
section, two methods for investigating trapping lifetime are discussed to highlight
the challenges in controlling trapped particles.

An optically trapped particle can be considered as a mass–spring–damper
system with a softening nonlinear spring. Assuming that the trapped particle is an
ideal sphere, the inertial and damping components in the dynamics are relatively
straightforward and are a function of the particle size and the material properties of
the particle and trapping medium. However, the trapping forces are more difficult to
model. Both experimental (e.g., see [41]) and theoretical results (e.g., see [76]) have
shown that the qualitative behavior of the conservative optical trapping forces can
be approximated with reasonable accuracy using a Gaussian potential well model.
In reality, the optical forces along each axis are coupled to the motion along all three
axes. However, for the purpose of discussing trapping lifetime, a one-dimensional
Gaussian potential is considered here. The potential energy of the particle, V , can
be written as V = −αe−μx2

, where x is the particle position with respect to the
center of the trap. Ignoring the parameters α and μ for the time being, one can
see that the potential energy resulting from optical forces approaches a constant
value as x gets larger, as shown in Fig. 6.9a. The trapping force resulting from this
model is found by taking the negative derivative of V with respect to x such that
Ft = −∂V/∂x = −2μαxe−μx2

. As shown in Fig. 6.9b, the optical force is zero at
the trap center, it increases while moving away from the center until it peaks, and
then decreases until it reaches zero again. Intuitively, when the particle moves past
the point of peak force the force pulling the particle back to the center is decreasing
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Fig. 6.9 The potential energy and force curve for the optical forces on a trapped particle. (a) The
potential energy of a particle along one axis. (b) The resulting optical force as a function of
displacement from the trap center

and, therefore, the particle can escape if Brownian motion drives the particle further
away from the trap.

The Fokker–Planck equation [77] can be used to estimate the lifetime of a trapped
particle. The time evolution of the probability density function (PDF), W (x, t), for a
particle under the influence of an optical trapping force is given by the Fokker–
Planck equation shown in (6.1), which can be solved numerically. In this case,
the optical trapping force, F(x), is modeled using a Gaussian potential. The other
parameters in (6.1) are the diffusion constant, D = kBT/γ , Boltzmann’s constant,
kB, the temperature of the fluid, T , and Stokes’ constant, γ = 6πηa, where a is the
particle radius and η is the fluid viscosity.

∂
∂ t

W (x, t) =− ∂
∂x

D

(
1

kBT
[W (x, t)F(x)]− ∂

∂x
W (x, t)

)
. (6.1)

The initial conditions for (6.1) are defined by a normalized PDF, ϕ(x), (6.2), which
describes the initial distribution of the particles in the trap. The function ϕ(x) is
selected so that the particle ensemble has filled the well at t = 0. The boundaries
of the trap are defined over the closed interval [−xR, xR]. This absorbing boundary
condition is shown in (6.3).

W (x, 0) = ϕ(x), (6.2)

W (−xR, t) =W (xR, t) = 0. (6.3)

The Fokker–Planck equation has been solved numerically using Mathematica. The
solver first converts the partial differential equation (PDE) into a system of ordinary
differential equations (ODEs) using a technique called the method of lines. It then
solves this system of ODEs using either an implicit backward difference formula
numerical integration technique or the Adams multi-step method, depending on
the stiffness of the equations. The numerical solution of the PDE yields the PDF,
W (x, t), which can then be integrated over the density in the well to extract trapping
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Fig. 6.10 A plot of the probability density function (PDF) as a function of time for a 100 nm gold
nanoparticle in a weak optical trap. The flattening of the PDF as time progresses shows that the
particle is likely to leave the trap within the time of this simulation

lifetime. This approach can also be used to determine the stability of a controller by
augmenting the analyzed dynamic system with the controller and then solving the
equations for an array of control parameters.

A representative PDF for a 100 nm gold nanoparticle in a weak optical trap
is shown in Fig. 6.10. The power of the trapping beam is 1.5 mW and the
corresponding depth of the trapping potential is calculated to be 1.14kBT . It can
be seen in the figure that initially, the particles are located close to the center of the
well, as indicated by the large peak at the center at t = 0s. However, as the particles
diffuse, they quickly escape the trap and the central peak, which is proportional to
the number of particles inside the trap, decays exponentially. All of the relevant
information pertaining to the behavior of the particle in the trap, such as the trap
lifetime and average power absorbed by the particle, can be obtained by operating
on this PDF. Trapping lifetime is directly related to the strength of the trapping
laser intensity and the size of the particle. A microscale particle trapped with tens
of milliwatts of power can in theory stay in the trap for weeks or months on average
whereas a nanoparticle trapped with a few milliwatts of power may only stay in the
trap for a few seconds.

A more physically accurate approach for simulating the stochastic nature of
optically trapped particles is to combine a trapping force model obtained using gen-
eralized Lorentz–Mie theory (GLMT) [11,78] with Brownian dynamics simulations
[79]. GLMT, which is applicable to a wide range of particle sizes and materials, has
been used to calculate the optical force on the particle as a function of position in
the x, y, and z directions for a 350 nm particle trapped with a laser beam with a
wavelength, λ = 1064nm. The force field is calculated over a closed interval of
±3μm along the x- and y-axes and (−2,+6)μm along the z-axis, with a uniform
grid spacing along all axes of 75 nm. Figure 6.11 shows 100 simulated trajectories
of 350 nm glass nanoparticles under the influence of a GLMT-calculated force field
with a beam power of 5 mW. The total trapping force along the z-axis generated
by the GLMT model is overlaid on top of the nanoparticle trajectories in Fig. 6.11.
The thick black line in the figure represents the total axial trapping force, including
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Fig. 6.11 Simulated motion of nanoparticles in an optical trap in the xz plane. 100 trajectories
are shown with most of them exiting along the z-axis. The densely populated region around (0,
0) represents the stable part of the trap. The black curve is the force profile of the trap along the
optical axis. Note that the force becomes repulsive approximately 3μm above the center of the trap

gradient and scattering components (directed along the positive z-axis). From the
figure, it can be seen that the trapping force is attractive on either side of z = 0
and the magnitude of the attractive force is much larger on the negative side of
the origin. On the other hand, when z > 0, the trapping force reaches a maximum
at approximately 500 nm and then decreases, eventually becoming repulsive at
approximately 3.0μm. The combination of weak gradient forces and axially directed
scattering forces results in particles escaping preferentially along the positive z-axis
as seen from the figure. The preferential exit along the optical axis is not surprising
since the axial stiffness is always found to be lower than the lateral stiffness and
the disruptive scattering component of the trapping force has a strong longitudinal
component. These simulations show that a vast majority of particles exit along the
optical axis, confirming that this is the primary issue in particle trapping lifetime
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for a single beam optical trap. This behavior has also been observed qualitatively in
trapping experiments in our laboratory.

These two numerical examples provide insight into the behavior of optically
trapped particles that can influence controller design. Maybe even more important,
both the Fokker–Planck equation and Brownian dynamics simulations have the
ability to be used as control design tools through iterative solution for different
control parameters and functions, providing a method for controller optimization.
These numerical approaches have largely not been explored but may provide a
viable solution for stochastic control systems in which the dynamic behavior is
beyond the capabilities of standard optimal control methods.

6.4.2 An Empirical Model for Control Design

In this section, an empirical closed-form dynamic model for an optically trapped
particle is derived for the purposes of control design. This model represents the in-
plane dynamics (x and y directions) and does not describe motion along the optical
axis (z direction). Following this derivation, the model is linearized for the control
design discussed in the next section.

The equations of motion are derived using the energy method. The position of
the particle in the plane is represented by the generalized coordinates x and y, and
the inputs to the system for scan control are the trap coordinates, xt and yt, where
all variables are defined with respect to the sensing coordinate system, which is an
inertial reference frame (see Fig. 6.12). The kinetic energy, T , and potential energy,
V , for the particle, and the generalized forces applied to the particle, Qx and Qy, can
be written as:

T =
1
2

m
(
ẋ2 + ẏ2) , (6.4)

V =
1
2

α
(

1− e−μr2
t

)
, (6.5)

Qx =−β ẋ+ γ Γx(t), (6.6)

Qy =−β ẏ+ γ Γy(t), (6.7)

where m is the mass of the particle, the parameter α is proportional to the laser
power, and μ is a function of the beam waist of the trap and the radius of the
trapped particle. The potential energy of the trapped particle is described by a two-
dimensional Gaussian potential, where rt is the distance between the center of the
particle and the center of the trap (see Fig. 6.12), and can be written as:

rt =
(
(x− xt)

2 +(y− yt)
2)1/2

. (6.8)
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Fig. 6.12 The trapping coordinate system

In (6.6) and (6.7), β is the damping coefficient, which for a spherical particle is
defined by Stokes’ Law as β = 6πηrp. The parameter η is the viscosity of the
trapping medium, which is a function of the absolute temperature of the trapping
medium, T , and rp is the radius of the particle. The second term in both (6.6) and
(6.7) is the Langevin force, which is a stochastic force that results in Brownian
motion. The parameter γ = (2β kBT )1/2, and Γx(t) and Γy(t) are Gaussian white
noise processes [6, 7], and the parameter kB is the Boltzmann constant.

Applying Lagrange’s equations [80] using (6.4)–(6.8) results in the following
equations of motion:

mẍ+β ẋ+αμ(x− xt)e
−μr2

t = γ Γx(t), (6.9)

mÿ+β ẏ+αμ(y− yt)e
−μr2

t = γ Γy(t). (6.10)

It can be seen in (6.9) and (6.10) that the motion along the x- and y-axes is coupled
through the nonlinear stiffness of the trap. This nonlinear model can be simplified
by: (1) noting that the inertial components are small compared to the damping and
stiffness terms, and (2) the trapping force can be linearized about the center of the
trap for small displacements. Therefore, the order of the system can be reduced by
setting m = 0 and linearized about the origin using a Taylor series approximation,
yielding the final reduced-order linearized equation of motion.

ẋ =−αμ
β

(x− xt)+
γ
β

Γx(t). (6.11)

The equation of motion for the y-axis is the same as (6.11) except for the substitution
of y for x and yt for xt. This linearized dynamic model is valid within a range about
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the center of the trap that is dependent on the beam spot size and particle diameter
(e.g., ±250nm for a 1μm particle). This model has been assumed in the majority of
previous work on controlled optical trapping (e.g., see [41,45–48]) and will be used
throughout the rest of the chapter.

The product αμ in (6.9)–(6.11) is the linear trap stiffness such that k=αμ . When
implementing scan control, the control inputs are the trap position coordinates xt and
yt. Therefore, the control inputs are not affine in the nonlinear dynamics, (6.9) and
(6.10), but are affine in the linearized model. When implementing intensity control,
the laser intensity control input is introduced through the parameter α , such that
α = α0I(t), where I(t) is the laser intensity. One can see that the laser intensity
directly affects the trap stiffness since k = μα0I(t).

Before closing this section, simple models of the sensor and actuator for scanning
control are described. In the following section, scan control using an acousto-
optic deflector (AOD) is presented. The AOD and drive electronics have first-order
dynamics and a time-delay, but these dynamics do not affect the closed-loop system
in the frequency range of interest in this discussion. Therefore, they are modeled as
a linear gain, and can be written in the Laplace domain as:

xt(s) = kAODx ux(s), (6.12)

where kAODx is the gain. The output signal from the quadrant photodiode used
in back-focal-plane detection has been shown to be nonlinear [44, 62], and it
approximately matches the derivative of a Gaussian potential. Therefore, the sensor
function can be written as:

vx = kxxe−εxx2
, (6.13)

where kx is the sensitivity of the sensor, and εx determines the zero-slope point
for the error function. Calibration data for back-focal-plane detection is shown in
Fig. 6.13 along with a least-square fit, showing a close fit between the data and
model. In the control design discussed in the next section, the sensor response is
linearized for the purpose of control design, such that vx = kxx.

6.5 Brownian Motion Suppression Using Feedback Control

In this section, an experimental instrument for optical trapping is described and
a method for selecting the gains for a PID controller is presented for optimal
suppression of the Brownian motion of the particle in the trap. Experimental results
for this control system are then discussed.
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Fig. 6.13 Quadrant photodiode output voltage as a function of particle displacement for back-
focal-plane detection (experimental data and fit curves for (6.13))

6.5.1 Instrument Design

A diagram of the optical layout of the optical trapping instrument is shown in
Fig. 6.14. The optical layout utilizes two lasers: a Nd : YVO4 laser with a 1064 nm
wavelength for trapping and a diode laser with a 640 nm wavelength for detecting
the trapped particle’s position. The collimated trapping laser passes through an XY
acousto-optic deflector (AOD), where it is scanned along two axes. A telescope then
expands the beam to overfill the back aperture of the microscope objective. The
telescope also ensures that the exit aperture of the AOD is at a plane conjugate to
the back aperture of the microscope, so that the beam rotates about the back aperture
rather than translate. The trapping beam is combined with the detection beam
through a dichroic mirror. Both beams are directed into the microscope objective us-
ing another dichroic mirror and the beams then pass through the sample. The power
of the detection laser at the focal plane is less than 1 mW, whereas the trapping
laser power is typically between 30 mW and 150 mW. Therefore, the detection laser
only has a negligible effect on the trapping dynamics. The microscope objective and
dichroic mirror are mounted on a commercial inverted microscope.

Back-focal-plane detection is used to measure the position of the trapped particle,
as described in Sect. 6.3.3. After exiting the sample, the detection beam is reflected
by a dichroic mirror and passed through a lens, which focuses the beam onto a
quadrant photodiode, where the deflection of the beam due to particle motion is
measured. The quadrant photodiode in the back-focal-plane detection system has a
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Fig. 6.14 A simplified diagram of the optical trapping instrument

bandwidth of 100 kHz. The sample is composed of a glass slide with a coverslip
attached using double-sided tape. The chamber formed by this coupling is filled
with a dilute solution of 1μm diameter silica spheres in deionized water.

The position of the optical trap is controlled by the AOD. As is typical of
acousto-optic crystals, the AOD introduces a time delay due to the time of travel
of the acoustic wave in the crystal (approximately 27μs in this case). Its scanning
bandwidth is 30 kHz. As a result, the AOD is the limiting component in terms of
loop rate. Although not considered within the following analysis, this limitation
will be discussed with respect to the experimental results.

6.5.2 Design of a Scan Controller

As described previously, there are many different control objectives that can
be pursued with optical trapping, including position tracking, force control, and
particle localization. In this section, a linear controller design is presented for the
suppression of Brownian motion. In (6.9) and (6.10), the Gaussian white noise
processes Γx(t) and Γy(t) act as disturbances to the particle motion, resulting in
Brownian motion. A PID controller that provides disturbance rejection of the white
noise is presented here. The reduced-order linearized system is utilized in order to
simplify the closed-loop analysis. Equation (6.11) can be written in the Laplace
domain as:

x(s) =
a

s+ a
xt(s)+

b
s+ a

Γx(s), (6.14)

Not for resale



168 J.J. Gorman et al.

Fig. 6.15 Block diagram of
the linearized closed-loop
system

where a = k/β and b = γ/β . Substituting (6.12) into (6.14) results in the following
equation:

x(s) = Gpx(s)ux(s)+Gdx(s)Γx(s), (6.15)

where

Gpx(s) =
akAODx

s+ a
, (6.16)

Gdx(s) =
b

s+ a
. (6.17)

The linearized closed-loop system can be drawn as shown in Fig. 6.15, where Gcx(s)
is the controller transfer function, rx(s) is the command input, and the input to the
controller is the control error ex(s), which can written as:

ex(s) = rx(s)− vx(s). (6.18)

However, in this case we are not interested in the tracking problem and only look
at the disturbance rejection properties of the controller. Therefore, rx is set equal to
zero and the closed-loop transfer function can then be written as:

x(s) = GΓxx(s)Γx(s), (6.19)

where

GΓxx(s) =
Gdx(s)

1+ kxGpx(s)Gcx(s)
. (6.20)

The standard PID form [81] is used for the controller,

Gcx(s) =
Kds2 +Kps+Ki

s
, (6.21)

where Kp is the proportional gain, Ki is the integral gain, and Kd is the derivative
gain.
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Equation (6.19) defines the closed-loop response of the particle motion to the
thermal noise that causes Brownian motion. Given (6.21) as the controller, the
transfer function GΓxx(s) can be written as:

GΓxx(s) =
bs

(1+ āKd)s2 +(a+ āKp)s+ āKi
, (6.22)

where ā = akAODx kx. The analysis for motion along the y-axis is identical to that
described here.

A number of different methods can be used to tune the PID controller gains to
maximize performance based on the transfer function, (6.22) (e.g., see [82]). Here,
the control gains are selected based on the H∞ and H2 norms for (6.22), which can be
written in closed form for this system. The H∞ norm of GΓxx, |GΓxx|∞, represents the
maximum amplitude of |GΓxx|, and can be viewed as the largest standard deviation
of the particle displacement at any given frequency. The expression can be shown
to be:

||GΓxx||∞ =
b

a+ āKp
, (6.23)

where the maximum is located at ω =
√

āKi/(1+ āKd) (see [49] for details on this
derivation of this expression and those that follow). Therefore, the H∞ norm of the
particle motion can only be reduced by increasing Kp, but its location in frequency
is determined by both Ki and Kd.

The H2 norm of GΓxx is the root mean square, or standard deviation, of the particle
displacement. The resulting expression is:

||GΓxx||2 = b√
2(a+ āKp)(1+ āKd)

. (6.24)

It is clear that both Kp and Kd can be used to reduce the standard deviation, while Ki

has no effect.
The PID control system was implemented on the trapping instrument described

above using an analog PID controller with 100 kHz bandwidth. The x- and y-axes
were controlled simultaneously using the same controller gain values. The power
spectrum of the motion of the particle in the trap was fit to the reduced-order
model (6.11) using least-squares parameter estimation, where the cutoff frequency
is ωc = k/β (see [4]). In this case, ωc = 1,046.0rad/s for 30 mW laser intensity, so
k = 9.56×10−6 N/m. Using Stokes’ law, β = 9.14×10−9 Ns/m where η = 1.0×
10−3 Ns/m2 and rp = 0.485μm. The gains for the AOD and associated electronics
and the back-focal-detection have been measured to be kAODx = 0.1885μm/V and
kx = 2.8781V/μm, respectively.

The amplitude of Brownian motion (as measured by the quadrant photodiode)
when using proportional control is shown in Fig. 6.16 for various Kp values.
As expected, an increase in Kp decreases the H∞ and H2 norms, where the largest
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Fig. 6.16 Power spectrum of the Brownian motion of the particle when using proportional
control

Kp value reduces the H∞ norm by 73% and the H2 norm by 44% compared to the
uncontrolled particle (i.e., no feedback).

Results for a proportional–derivative (PD) controller are shown in Fig. 6.17, in
comparison with the open-loop case and a proportional controller with the same
Kp value (Kp = 7.6). Although the PD controller reduces the amplitude out to
approximately 2 kHz compared to the proportional controller, the time delay in the
acousto-optic deflector electronics causes a spike in the amplitude around 4 kHz.
Even so, the PD controller reduces ||GΓxx||2 by 13.1% compared to the proportional
controller alone. Finally, results for a proportional–integral (PI) controller are shown
in Fig. 6.18 in comparison to the open-loop case and proportional controller with
an equivalent Kp value. As predicted by the analysis in the previous section, the
integrator has no effect on the H∞ and H2 norms. However, the integrator is effective
in shifting the particle’s energy from one frequency band to another. This would be
useful if the particle experiences additional disturbances that were at frequencies
below 200 Hz in this example.

Complete PID controllers were also tested but the results did not improve
compared to the cases listed here since the PD controller reduces the H∞ and H2
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Fig. 6.17 Power spectrum for the Brownian motion of the particle when using a PD controller

norms just as much as the PID controller, as shown in (6.23) and (6.24). However,
the addition of the derivative term clearly does provide dissipation of the thermal
energy and has a clear benefit over proportional control. Minimizing the time delay
in the AODs will increase the effectiveness of the derivative control term. Additional
experimental results for the PID controller are presented in [49] and proportional
control results are shown in [47].

The PID controller is effective in reducing the Brownian motion of the particle
even though the control design was based on a linearized model of the particle
dynamics. This is due to the laser intensity used in the experiments, which is
moderately high, and the size of the particle, which is approximately 1μm in
diameter. Due to these two features, the particle explores a small region in the trap
where the dynamics are essentially linear. When the gains are increased, the particle
explores a wider region where the forces a more nonlinear and eventually the system
becomes unstable due to the use of the approximate model. When using smaller
particles and lower laser intensity the particle will be more likely to explore the
outer part of the trap and, therefore, the dynamics will be inherently more nonlinear.
Under these conditions, it is unclear how effective the PID controller will be in
suppressing Brownian motion.
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Fig. 6.18 Power spectrum for the Brownian motion of the particle when using a PI controller

6.6 Research Challenges and Future Directions

This chapter has presented an overview of optical trapping and results on the
control of optically trapped particles. As with so many servo control problems,
feedback control has been shown to provide significant performance benefits in
optical trapping and has the potential to enable numerous new capabilities. In many
ways, the integration of control systems with optical trapping is in its infancy, with
only the most basic analysis and implementations pursued to date. Before closing,
we end with a discussion of some exciting technical challenges and opportunities
that could have a large impact on the field if solved.

6.6.1 Three-Dimensional Position Control

All of the implementations of feedback control in gradient force optical trapping
reported to date have been two dimensional. Achieving three-dimensional position
control will open many new applications. However, adding control along the z-axis
requires a suitable actuator. As described in Sect. 6.3.1, there are only a few scanning
actuator options for the z-axis and none of them have been demonstrated for high-
bandwidth controlled optical trapping. Although intensity control can alter the
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trapping dynamics along the z-axis, it can only be used to improve the localization
of the particle about the center of the trap. It cannot change the vertical position of
the trap, which is desirable in manipulation applications. Some combination of both
scanning and intensity control that exploits the coupling between these actuation
approaches is needed for three-dimensional position control.

6.6.2 Extending Trapping Lifetime

In Sect. 6.4.1, it was shown that a trapped particle will exit the trap in finite time
due to Brownian motion and the fact that the trap is a finite-depth potential well. The
scanning control approach discussed in Sect. 6.5.1 can reduce the Brownian motion
of the particle but it also narrows the effective width of the trap while maintaining
the same potential depth. As a result, the particle’s time in the trap, or lifetime,
is shortened. Nonlinear control methods that can simultaneously reduce particle
Brownian motion and increase trapping lifetime must be developed. Intensity
control appears to be the best method for increasing trapping lifetime because it
can control the potential depth of the trap, which increases the trapping forces along
all three axes [53].

6.6.3 Controlled Trapping of Nanoparticles

Almost all of the work on controlled optical trapping has been with particles
that are 1μm in diameter or larger. However, nanoparticle research could strongly
benefit from the manipulation capabilities offered by optical trapping. It is known
that the trapping lifetime for nanoparticles is fairly short in comparison to the
microparticles because the trapping forces decrease strongly with the diameter of
the particle. Feedback control could be used to localize nanoparticles if the forces
can be modeled and adequate position sensitivity can be achieved with laser-based
sensing methods (i.e., the sensitivity also decreases with particle diameter). Reliable
nanoparticle trapping could be used to print catalysts for nanowire growth and to
observe the absorption of nanoparticles into living cells for toxicological studies,
among many other applications.

6.6.4 Trapping in Air and Vacuum

Optical trapping of particles has been almost exclusively pursued in liquids because
(1) the biophysical experiments of interest must be performed in liquid, (2) the
viscous damping provide by the liquid makes the trap more stable, and (3)
the liquid trapping medium facilitates the introduction of particles into the trap.
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However, there is interest in trapping in both air and vacuum for nanoassembly
applications and for fundamental studies in quantum mechanics [32]. The biggest
challenge in trapping in air or vacuum is that the lack of damping, which radically
changes the particle dynamics, turning the system into a nonlinear lightly damped
oscillator. Depending on the trap strength, the oscillations can be large enough
to immediately eject the particle from the trap. Advances in trap modeling, high-
bandwidth oscillation control systems, and sample handling must be pursued to
make trapping in air and vacuum more reliable.

6.6.5 Nonlinear Stochastic Control Theory

A particle in an optical trap is a nonlinear stochastic system with fairly complex
dynamics. Most of the work to date has simplified the problem by either linearizing
the system or by excluding the stochastic terms within the stability analysis.
A complete stability analysis of the nonlinear stochastic system is needed, in which
the stability of the probability distribution of the trapped particle is investigated
and the performance of trapping lifetime and position variance is determined as
a function of the controller parameters. It is unclear whether the existing control
theory can be applied to this problem or whether there is a need for the development
of new theory.

The challenges described here are important for optical trapping but also from
a general control systems perspective because they are found in many other micro-
and nanoscale applications (e.g., nonlinear stochastic control, Brownian motion, and
finite escape time). Upon solving them, the resulting innovations must be fed back
into the optical trapping applications that have motivated the use of feedback control
in the first place. It is expected that the resulting new control approaches will enable
exciting new applications of optical trapping in the areas of nanomanufacturing and
biophysics, among others.
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82. K.J. Åström and T. Hägglund, Advanced PID control, Research Triangle Park, NC, ISA, 2005.

Not for resale



Not for resale



Chapter 7
Position Control of MEMS

Michael S.-C. Lu

7.1 Introduction

The earliest development of micromachined sensors and actuators, often referred
as the field of MEMS [47], can be traced back to the 1960s, when Westinghouse
Research Laboratories developed the resonant gate transistor [61]. Using technolo-
gies originally developed for the semiconductor industry, miniaturized transducers
can be fabricated from silicon and other materials. Key devices for commercial
applications include ink-jet heads [77], inertial sensors [13], pressure sensors
[14], fingerprint sensors [76], microphones [68], and micro-mirrors for projection
displays [79], among others.

Combining micromachined actuators and sensors to form feedback control
systems brings together two unique features that give rise to interesting research
problems and exciting applications. The integration of actuators, sensors, and
control circuitry enables operation of a device array for either enhancing system
performance or accomplishing a complicated task. One example is the MEMS-
based AFM (Atomic Force Microscopy) system, which uses multiple closed-loop
controlled cantilevers to increase scanning throughput of surface imaging [6].
Another example is a large-scale router for optical communication, which can be
built by using micro-mirrors with controlled angles for deflecting light signals
to the receiving ports [18]. The second feature of MEMS control is improved
response time and control accuracy due to increased actuator bandwidths. Related
applications include read/write-head positioning in magnetic hard disk drives for
improving access time [21].

In many cases, it is advantageous to choose feedback control over open-loop
operation even though the latter is cheaper and simpler to implement. The object to
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be controlled in a feedback control system is called the plant. Feedback is desirable
primarily for sensitivity reduction in the presence of plant uncertainties and external
disturbances. For example, the spring constant of a microactuator varies around
a nominal value due to fabrication tolerances, and consequently the situation can
lead to positioning error. The error can be reduced by using an independent motion
sensor and a large steady-state loop gain in a feedback system, which is assumed
stable. Closed-loop control is also desirable for system stabilization when the plant
is inherently unstable, such as the parallel-plate electrostatic actuator beyond the
pull-in point [56] and the tunneling-based accelerometer [54].

Two types of control systems exist, and which is used depends on the specific
control problems being addressed. Systems designed to maintain an output signal
at a fixed set point while rejecting unknown disturbances are called regulators. This
operation is often considered to be feedback linearization around an operating point,
and it has been applied to extend the dynamic range of MEMS accelerometers [22].
In addition to regulating systems, there are tracking or servo systems where the
output signal (e.g., position, velocity, acceleration) is designed to track a reference
signal, such as positioning a read/write head in a magnetic hard disk drive.

Control design methods and stability analysis for linear time-invariant control
systems based on conventional frequency-domain and time-domain approaches
can be readily found in textbooks [15, 30]. For many MEMS actuators (e.g.,
electrostatic, thermal) and sensors that are inherently nonlinear, stability analysis
requires advanced knowledge in nonlinear control systems [67, 74]. For control
problems that deal with multiple inputs and multiple outputs (MIMO), such as
three-axis motion control of a MEMS actuator, the theory of multivariable control
systems can be applied [57, 73]. It should be noted that some MIMO systems
can be decoupled into subsystems with a single input and single output (SISO)
such that SISO design methods can still be applied. Moreover, methodologies of
robust control [57, 72, 84] can be considered when designers need to achieve robust
performance under plant uncertainties and external disturbances. The level of design
difficulty increases when more attributes (e.g., MIMO, nonlinearity, and robustness)
of a control system need to be considered [24, 27].

Linear time-invariant controller designs are usually preferred, on the premise that
desired specifications are satisfied, for convenient implementation using either ana-
log circuits or digital signal processors [63]. Nonlinear and time-varying controllers
[3, 48] are more versatile for improving system performance, but the analysis of
stability and performance is also more complex than for linear time-invariant design.
In addition, the implementation of a nonlinear or time-varying controller usually
requires a digital signal processor due to the complexity of the control laws.

Before resorting to a more sophisticated methodology, it is always helpful to gain
some design insights by exploring a linear/linearized control system design using
the classical frequency-domain approach. The block diagram of a conventional
linear control system in Fig. 7.1a is used to explain the important design issues. A
typical system has to deal with added external disturbances, sensor noise, and plant
uncertainties while maintaining robust performance. In the classical loop-shaping
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Fig. 7.1 (a) Block diagram of a conventional closed-loop control system. (b) Classical loop-
shaping on the frequency domain

method shown in Fig. 7.1b, the open-loop transfer function, which is the product
of all the functional blocks inside the loop, is desired to have a large loop gain
|L( jω)| at low frequencies for sensitivity reduction and a large steady-state gain
for reducing the steady-state error. At high frequencies, it is desired that the loop
gain roll off quickly to avoid noise amplification and excitation of unmodeled
high-frequency poles. In mechatronic systems, these poles are usually the higher-
order mechanical modes of the actuator, and their underdamped response leads
to a significant reduction in phase margin when excited. The control bandwidth
is usually designed around the actuator’s primary mode of vibration. The loop
gain should roll off properly at intermediate frequencies to produce a proper phase
margin. For stable minimum-phase systems, Bode’s gain-phase relationship [10]
states that a large gain reduction within a frequency range is accompanied by a
large phase reduction, which consequently leads to a reduced phase margin. Design
trade-offs often have to be made when requirements on system stability, sensitivity
reduction, noise attenuation, and output performance cannot be simultaneously met.

The output produced by sensor noise is desired to be small in order to enhance
control resolution. The noise-induced output represented by the Laplace transform
is given by

YN(s) = L(s)/ [1+L(s)] ·N(s), (7.1)

which indicates that the output is close to the sensor noise at the low and
intermediate frequencies, where the open-loop gain is large. Designers thus should
avoid using a larger loop bandwidth than necessary in order to minimize induced
noises. At high frequencies the loop gain becomes small, thus driving down
the noise-induced output. Both thermomechanical and electronic noise exist in
micromechanical sensors. False signals produced by the thermomechanical noise
[26] are due to air-particle impingement on mechanical structures above absolute
zero. Discussion of electronic noise can be found in textbooks on analog integrated
circuit design ([32, 43]).

The selection of the MEMS fabrication platform is an important issue in
the control of a device array. As the array size grows significantly, the num-
ber of input/output connections becomes unacceptable, with MEMS devices and
sense/control circuits being placed on separate chips. For I/O reduction, an integrated
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circuit (IC) process, such as the complementary metal oxide semiconductor (CMOS)
process, can be considered as the platform for monolithic integration. MEMS
processing can take place before, after, or in between the normal CMOS fabrication
steps [5]. Either analog or digital circuitry can be used for implementing control
laws. Designers have to be aware of the chip area occupied by circuits, especially
the passive elements for implementing low-frequency poles or zeros.

The rest of this chapter is organized as follows. Control of electrostatic microac-
tuators is presented in the next section, with the focus on stabilizing parallel-plate-
type microactuators beyond the pull-in instability point. In Sect. 7.3, the sigma-delta
modulator for discrete-time feedback linearization of inertial sensors is presented,
followed by the control of ultrasensitive tunneling-based accelerometer. Control of
an array of thermally driven MEMS actuators for fast surface scanning is presented
in Sect. 7.4. Section 7.5 presents MEMS control for data storage applications,
including the media actuator control for a MEMS-based data storage device and
the dual-stage control scheme for conventional magnetic hard disk drives. Finally,
discussion and conclusions are given in Sect. 7.6.

7.2 Control of Electrostatic Microactuators

Electrostatic actuation is widely used in MEMS because of its low power con-
sumption and ease of fabrication. Electrostatic microactuators have been fabricated
for a variety of applications, such as torsional micro-mirrors for optical projection
displays [79], tunable capacitors for wireless communication [85], and read/write
head actuators for hard disk drives [21, 41]. The parallel-plate actuator (PPA), as
shown in Fig. 7.2a, is capable of producing a larger force than the electrostatic
comb drive ([75], Fig. 7.2b), since the actuator displacement is in parallel with
respect to the major electric field lines. The drawback of a PPA is that the maximum
displacement by open-loop operation is limited to one-third of the initial gap, the
so-called pull-in limit [62].

Comb-electrode actuators provide another type of electrostatic actuation based
on fringing electric fields. It usually requires a high drive voltage but is a stable plant

Fig. 7.2 (a) Schematic of the parallel-plate actuator. (b) Schematic of the comb-electrode actuator
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capable of producing a large displacement without pull-in. A comb-drive actuator
is a nonlinear plant with the produced force proportional to the applied voltage
squared. Reference [17] adopted a state-variable feedback approach [15], in which
a Kalman filter was used to estimate position and velocity to control a comb-drive
actuator. Note that the pull-in phenomenon can appear in a comb-drive actuator
when the structure is not completely symmetric due to manufacturing imperfections.
Destabilization caused by pull-in can be prevented by applying feedback control
based on the sensed signals [12, 42].

Extending the travel range of a PPA beyond the pull-in point is a challenging
MEMS control problem. The PPA is a nonlinear plant and becomes unstable beyond
the pull-in. Both the voltage-controlled and the charge-controlled approaches have
been demonstrated for extending the PPA travel range. In terms of implementation,
it is more straightforward to get the desired electrostatic force by adjusting the
voltage rather than controlling the accumulated charges between parallel plates,
since it is not easy to estimate the amount of charges of a MEMS capacitor due to the
associated parasitic capacitances and leakage paths. However, in terms of expanding
the stable range of operation, the theoretical pull-in range can be extended in charge
control when certain conditions are met. Examples from both approaches will be
presented.

7.2.1 Modeling of a Parallel-Plate Actuator

The conventional PPA in Fig. 7.2a is represented by a lumped mass, spring, and
damper. Squeeze-film damping arises from the vertical plate motion, which creates
a pressure in the thin film of air between the plates [9, 80]. The electrostatic force
derived by the energy method [81] is given by

Fe =
ε0A

2(g− z)2 V 2, (7.2)

where εo is the permittivity of air, A is the plate area, V is the applied voltage, g
is the gap between plates, and z is the plate displacement. The force is inherently
nonlinear, with its magnitude proportional to the driving voltage squared, and
inversely proportional to the instantaneous gap squared. The dynamic response of a
PPA can be approximated by

mz̈+ bż+ kz =
εoA

2(g− z)2 V 2, (7.3)

where m is the mass, b is the damping coefficient, and k is the spring constant. By
linearizing around an operating point (Zo, Vo), the above equation becomes

mΔ z̈+ bΔ ż+(k+ ke,v)Δz =
2kZo

Vo
Δv, (7.4)
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where ke,v is a negative spring constant induced by the electrostatic force gradient
∂Fe/∂ z. Its value is −2α/(1−α) ·k, where α is the normalized displacement, Zo/g.
Therefore, the electrical spring constant completely negates the mechanical spring
constant when Zo is one-third of the gap. The static pull-in voltage is

Vpi =

√
8kg3/(27ε0A), (7.5)

which is useful for estimating the maximum driving voltage of a PPA design.
Based on the linearized model in (7.4), one unstable pole is produced when a PPA
travels beyond the pull-in limit and the pole magnitude varies with respect to the
displacement. The controller design has to ensure a stable closed-loop system with
a satisfactory time-domain response.

7.2.2 The Voltage-Control Approach

The linearized PPA model has an unstable pole after the pull-in point. From the
classical control standpoint, the unstable pole affects the shaping of the sensitivity
function S(s) = 1/(1+ L(s)) and the complementary sensitivity function T (s) =
L(s)/(1 + L(s)). The unstable pole needs to be pulled into the left half s-plane
for stabilization by extra loop gain, which can otherwise be used for sensitivity
reduction; in other words, the unstable pole causes the reduction of feedback benefit.
In addition, in order to prevent peaking in |T ( jω)| leading to a reduced phase
margin, the loop gain should roll off slowly such that the crossover frequency
increases. The crossover frequency is suggested to be at least twice the unstable pole
frequency [25]. The increased bandwidth for controlling an unstable plant leads to
increased power consumption and noise amplification.

Figure 7.3a shows a released PPA fabricated in a conventional CMOS process for
read/write head positioning in a MEMS-based data storage device [56]. The PPA
has two capacitive sensing plates and an actuation plate. An external electrode (the
storage media) is placed on top of the actuator to form the initial gap and the actuated
and sensing capacitances as shown in Fig. 7.3b. The capacitively sensed signal
is amplified, demodulated, and low-pass filtered, followed by subtraction of the
sensor’s d.c. offset before being processed by the controller, whose output is applied
to the actuation plate. The control system diagram depicted in Fig. 7.3c has two
functional blocks to be designed [38]: the controller C(s) inside the loop is intended
to achieve robust stability in the presence of the unstable pole, plant uncertainty, and
disturbances; the pre-filter F(s) shapes the input command for the feedback loop to
track and follow. Selection of this two-degree-of-freedom control system is crucial,
since it decouples the design processes for system stability and output tracking.
A satisfactory response cannot be obtained simply by increasing the phase margin
of the feedback loop, especially when the plant is unstable. The plant consists of

Not for resale



7 Position Control of MEMS 185

Fig. 7.3 (a) Micrograph of the released parallel-plate microactuator. (b) Schematic representation
of feedback control system around the parallel-plate microactuator. (c) Block diagram of the
control system (Lu and Fedder [56] c© IEEE)

the PPA represented by a nonlinear differential equation and the capacitive position
sensor represented by H(s). The sensor at the displacement z = Zo is represented by
a gain G(Zo) and a pole at ω = ωp.

The PPA has a resonant frequency at 11.9 kHz. Controller design is realized
through linearization of the nonlinear plant. The pre-filter shapes the input command
such that the actuator moves quasistatically along the motion trajectory with a rise
time less than 3 ms. Stability is analyzed using the gain and phase margins in
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the frequency domain for a proportional-gain controller (C(s) = kp). The effects
of initial conditions and higher-order terms of electrostatic force omitted during
linearization are formulated as a disturbance-rejection problem [55].

The open-loop transfer function at the operating point (Zo, Vo) in the unstable
regime (Zo/g ≥ 1/3) is expressed as

L(s) =
2kpω2

n G(Zo)Zo

Vo

1
(1+ s/ωp)(s2 +2ξeωes−ω2

e )
, (7.6)

where

ωe =

√
3α − 1
1−α

ωn, ξe =

√
1−α

3α −1
ξ , (7.7)

ωn and ξ are the natural frequency and damping ratio of the PPA, and α is Zo/g.
Following (7.6), the phase margin φm and the crossover frequency ω = ωφ are
related by

φm = tan−1

⎛
⎜⎜⎜⎝

2ξeωeωφ

ω2
φ +ω2

e
− ωφ

ωp

1+
2ξeωeωφ

ω2
φ +ω2

e
· ωφ

ωp

⎞
⎟⎟⎟⎠ . (7.8)

Two gain margins are produced on the Bode plots as the phase ∠L( jω) for
Zo/g ≥ 1/3 increases from −180◦ at ω = 0 and then decreases to −270◦ at ω = ∞.
The key for design is to find the maximum phase margins at all operating points
by differentiating ∠L( jω) with respect to ω at ω = ωφ . The resultant crossover
frequency with maximum phase margin is the solution of the following quadratic
equation:

(
ωp +2ξeωe

)
ω4

φ +
(
2ξeω2

p ωe + 2ωpω2
e +4ξ 2

e ωpω2
e −2ξeω3

e

) ·ω2
φ

−(
2ξeω2

p ω3
e −ωpω4

e

)
= 0. (7.9)

The crossover frequencies are solved based on the values of ωe, and ξe at different
displacements. Then the associated maximum phase margin, gain margins, and
controller kp can be obtained accordingly. The phase margin and controller gain
with respect to Zo/g are plotted in Fig. 7.4a, b. A linear time-varying controller is
required to preserve the maximum phase margin at different displacements. A linear
time-invariant controller, kp = 16, is implemented with satisfactory phase margins.
Figure 7.4c shows the controller output waveforms corresponding to a series of
increasing input commands. The driving voltage decreases after the pull-in voltage
(10.4 V) to reduce the stored charge on the actuated plate for stabilization beyond
the pull-in. Figure 7.4d shows the steady-state plate displacements, as calculated
based on the measured sensor outputs, with respect to input command values. The
maximum displacement achieved by the design is 2μm, equivalent to 60% of the
gap of 3.3μm. The failure of the control loop beyond 60% of the gap is mainly
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Fig. 7.4 (a, b) Phase margin and the corresponding controller gain with respect to the normalized
position (c) Controller output waveforms for different input commands. (d) Maximum plate
displacements with respect to input commend values (Lu and Fedder [56] c© IEEE)

attributed to the loss of phase margin as a result of the reduced squeeze-film damping
coefficient. Reduced damping is caused mainly by the plate tilt. In addition, the
actuator dynamics have a lower damping coefficient when moving away from rather
than close to the opposing electrode. Integral control can be included to eliminate
the steady-state error found with the simple proportional-gain controller. A very
low-frequency zero has to be included in the controller to compensate for the 90◦
phase lag of an integrator.

From the controller design standpoint, use of a linear time-invariant controller
facilitates the implementation but is less versatile than a nonlinear or adaptive
controller. Figure 7.5a shows a PPA fabricated on a silicon-on-insulator (SOI) wafer
with dedicated comb electrodes for sensing and actuation [66]. The capacitive
sensing interface is implemented by a commercial chip. The control law as shown in
Fig. 7.5b is implemented on a computer and consists of three parts: (1) a nonlinear
inversion model to cancel the actuator nonlinearities; (2) a linear controller with
an integrator and two zeros to cancel the underdamped poles of the actuator for
enhancing closed-loop damping and a fast pole to make the controller proper and
attenuate noise; and (3) an on-line adaptive estimator for determining the gap
distance, which varies due to fabrication imperfections and as a result, affects the
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Fig. 7.5 (a) Micrograph of the PPA fabricated on an SOI wafer. (b) Block diagram of closed-loop
control (Piyabongkarn et al. [66] c© IEEE)

servo performance. The extended travel range is up to 80% of the gap; however,
the tracking bandwidth is relatively low at 20 Hz, as limited by sensor noise. This
phenomenon is expected, because the capacitive sensing circuit is not integrated, so
that electronic noise is amplified owing to the large parasitic capacitance seen at the
sensing nodes.

In addition to the position servo of a PPA in the translational directions, the
optical communication industry is interested in angular control of electrostatic
micro-mirrors in order to make large-scale optical switches. The light-deflecting
mirror has to be light and rigid for quick response and vibration immunity. A
flat and highly reflective surface is required for low optical loss. Many devices
are made of either single-crystal silicon or polysilicon with a thin reflective gold
coating. The steady-state angular noise must be low to maintain the transmitted
optical power stability. The mirror can use a gimbaled design to nearly decouple the
angular motions in the x and y axes. Large motions are desired to accommodate
numerous receiving ports in a large-scale optical switch. Curvature induced by
thermal mismatch of materials affects the optical power stability under different
temperatures. This type of plant uncertainty cannot be distinguished and dealt
with by feedback for the following systems that use external optical sensors. A
conventional design usually has four electrodes in the four quadrants beneath
a mirror, making it a four-input–two-output multivariable and nonlinear control
problem.

On-chip angle detection for mirror control remains a challenging issue. Capaci-
tive sensing is more favorable than the piezoresistive and piezoelectric mechanisms,
since it requires no additional film deposition and is nearly temperature insensitive.
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Fig. 7.6 (a) Micrograph of the gimbaled two-axis micro-mirror fabricated on an SOI wafer. (b)
Control block diagram (Chu et al. [18] c© IEEE)

However, the implementation is rather difficult because the sensing and actuating
electrodes have to share a limited area, leading to a large driving voltage and
a degraded sensitivity. In addition, it is quite complicated to resolve the exact
angles based on a limited number of sensing electrodes. An external position-
sensitive detector (PSD) is usually used instead. After signal conditioning and A/D
conversion, a variety of control algorithms can be implemented in a digital signal
processor. For example, nonlinearities of the parallel-plate force can be partially
canceled by adding an inverse nonlinear function. In the trajectory-planning sense,
a digital signal processor can store a lookup table containing the detected angles and
the associated voltages as the control algorithm. Robust stability and performance
analysis can become complicated, since heuristic rules and intelligence are included
in the algorithm.

Figure 7.6a shows a gimbaled two-axis micro-mirror fabricated on an SOI wafer
[18]. The digital control system is shown in Fig. 7.6b. The applied torque is
calculated by a state-variable controller, with the angular position and velocity
calculated by a state estimator based on the sensed signal from an external PSD.
The conversion of torques to the applied voltages is completed through a lookup
table, in which at most two driving voltages are nonzero in the simplified actuation
scheme. The voltage values beyond the snapdown angle are obtained by numerical
simulation in the static sense, and revised after the dynamic servo test. An integrator
is included for removing the steady-state error. A feedforward term is added from
outside the feedback loop to compensate for the low-frequency pole introduced by
the integrator. A feed-forward controller [31] is similar to the aforementioned pre-
filter in providing an extra degree of freedom to cancel the undesired dynamics in
the feedback loop. The servo achieves up to 80% of the angular range in a few
milliseconds. For reducing the loss of phase margin due to the unstable plant and
signal delay, the sampling frequency of the digital controller is almost two orders of
magnitude higher than the closed-loop bandwidth.

Knowing that the voltage across the plates must decrease as the angle increases,
the controller can be designed in a static trajectory-planning sense according to the
measured angle. As shown in Fig. 7.7a, the controller can first supply a constant
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Fig. 7.7 Feedback control algorithm: (a) Applied voltage versus tilting angle. (b) Applied torque
versus tilting angle (Chen et al. 2004 c© IEEE)

Fig. 7.8 Phase portrait of
sliding-mode control
containing two states

voltage slightly larger than the pull-in value at small angles, and then linearly
reduce the voltage when approaching the desired angle [16]. This control law
leads to one intersection angle between the mechanical and electrostatic torque
curves in Fig. 7.7b. This angle would be a stable equilibrium, since the electrostatic
torque is larger than the mechanical torque for angles below the intersection, and
is smaller for angles beyond. This static approach does not consider the closed-
loop dynamics involving the moment of inertia and damping coefficient, and hence
a large overshoot can occur. This nonlinear control law provides the advantage
of convenient implementation by analog circuits, which enhances scalability in
building large-scale optical switches.

Sliding-mode control [78] is another nonlinear control method that can be
used for pull-in stabilization of a micro-mirror [83]. The basic concept can be
explained using the phase portrait in Fig. 7.8, where the error and its derivative
are the two states for state feedback and a switching line forms the control
algorithm. The method has two operating modes: the reaching mode and the sliding
mode. The control law is altered whenever the states cross the switching line.
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Hence, sliding-mode control is a form of variable structure control (VSC). The
motion in the neighborhood of the switching line is guided repeatedly toward
and along the line until the states arrives at the origin, where the steady-state
error becomes zero. The switching action implies that the driving voltage of the
PPA is continuously switched between two values, with the average force being
determined by the switching frequency. The equation of the switching line is used to
construct the Lyapunov function for stability analysis. A switching surface is needed
when there are more than two states. The method can provide control robustness
because the simple switching actions, which need not be precise, are less sensitive
to parameter variations that enter into the control channel. The method can achieve
a shortened settling time and a small overshoot for highly underdamped cases.
Chattering around the steady state is a known issue resulting from the switching
action. The chattering can produce wide-bandwidth noise, and the sensor noise is
also amplified by instantaneous high gain during switching. The amount of steady-
state error is related to the hardware resolution of analog-to-digital (A/D) and
digital-to-analog (D/A) converters and the induced noise. This work introduces an
integrator, which is essentially a low-pass filter, to partially alleviate the noise issue
and improve the steady-state error.

7.2.3 The Charge-Control Approach

The pull-in range can be extended in charge control when certain conditions are
met. Assume that a PPA has an initial capacitance C0 with a constant capacitance
Cp0 connected in parallel. Then the electrical spring constant for charge control is
expressed as [71]

ke,q =− 2Cp0α
C0 +Cp0 (1−α)

· k. (7.10)

For Cp0 <C0/2, charge pull-in will not occur, because the negative ke,q value does
not completely negate the mechanical spring constant k. When Cp0 is significantly
larger than C0, this expression reduces to the form of the voltage-controlled electric
spring, and charge pull-in occurs at one-third of the gap.

The switch-capacitor (SC) circuit is a natural choice for implementing charge
control, for it is known to be capable of transferring a fixed amount of charge to
a capacitor. Figure 7.9 shows the SC control circuit design, where the charge
q = Cs(Vs −Vicm) is first sampled onto the input capacitor Cs, and then transferred
to the actuated capacitor C at phase φ2 [71]. The alternating reset and charge-
transferring processes mean that the actuator motion depends on an average force,
and the amplifier needs to settle quickly and accurately during charge transfer to
reduce the switching effect. Issues such as charge leakage and injection through
switches should be considered as well.

Design of the SC circuit with a PPA in the feedback path is similar to designing
other SC circuits. The main difference is that there are additional dynamics in the
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Fig. 7.9 The switched-
capacitor circuit for charge
control of a PPA represented
by the capacitor C (Seeger
and Boser [71] c© IEEE)

feedback factor, which is expressed by the actuated capacitance C(s) and the other
fixed capacitances seen at the negative node of the op-amp. The closed-loop stability
is determined from the open-loop gain, which is the product of the op-amp’s open-
loop gain and the feedback factor. For stability analysis, C(s) is expressed in the
small-signal sense by

C(s) =
δq
δv

=
ms2 + bs+ k+ ke,q

ms2 + bs+ k+ ke,v
. (7.11)

It has one pole in the right half-plane for deflections greater than voltage pull-in, and
one right-half-plane zero for deflections greater than charge pull-in. The Nyquist
criterion can be used for stability analysis of this non-minimum phase system.

The effect of fixed capacitances seen at the negative node of the op-amp, includ-
ing Cs, the capacitance from plate to ground, and the op-amp’s input capacitance,
are suppressed with a large op-amp gain such that the charge pull-in point depends
only on the ratio Cp0/C0. However, these capacitances still reduce the closed-loop
bandwidth during charge transfer and thus increase the settling time. Determination
of the op-amp’s gain-bandwidth is also crucial for stabilizing PPAs with different
quality factors. The required gain-bandwidth is proportional to the product of quality
factor and natural frequency of the actuator. Lead compensation can be added to
alleviate the phase loss due to insufficient bandwidth. This charge-control scheme
extends the travel range to 83% of the gap for mirror structures. The failure is due to
tip-in instability, not charge pull-in, since charges redistribute on the surface when a
mirror is tilted. This phenomenon is both unobservable and uncontrollable, because
there is no sensor to detect the charge redistribution. Since no angular position
sensor is used, this charge control scheme is operated in the open-loop sense but
implemented under the feedback configuration of an SC circuit.

Another charge-control approach uses a current source and a current sink to
put a fixed amount of charge on a PPA. Since the capacitor value of a MEMS
is usually small, on the order of pF or less, the implementation thus requires
low-leakage transistors to maintain a fixed amount of charge. A good current
charging/discharging source is required to provide a high-output resistance and a
faster time constant than that of the actuator. It should also ensure a constant current
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Fig. 7.10 Closed-loop
charge control using a current
source and a current sink. A
series capacitor is used for
detection of charges on the
actuator (Nadal-Guardia et al.
[60] c© IEEE)

under a high-output voltage swing on the actuated capacitor. Figure 7.10 shows the
closed-loop configuration that uses a charging source and a discharging source to
add and remove charge on the actuator [60]. A sensing capacitor in series detects
the voltage drop on the actuator. The associated sensed voltage is compared with
a reference voltage, and either the source or sink is activated to maintain a fixed
amount of charge. Ringing around the final position and position drift due to the
leakage current are the major issues with this approach.

7.3 MEMS Control for Inertia Sensors

MEMS inertial sensors have been widely used in automotive, industrial, and
consumer applications such as airbag deployment, vibration detection [29], and
motion-controlled video games. Many commercial inertial sensors are based on
capacitive detection due to its high sensitivity and low-temperature dependency.
Since the impedance of a MEMS capacitor is high, monolithic integration in a
CMOS process is advantageous in minimizing parasitic capacitance and enhancing
the signal-to-noise ratio.

To enhance sensitivity, the sensing capacitors are usually operated based on the
parallel-plate motion, which produces a nonlinear capacitive sensitivity with respect
to the electrode displacement. A closed-loop accelerometer performs feedback
linearization to extend the operating range and sensitivity reduction with respect
to parameter variations. As shown in Fig. 7.11, in the presence of an input force, the
proof mass moves causing a sense signal, and then a driving voltage is produced by
the controller and converted to an electrostatic force that pulls the proof mass in the
direction opposite to its original deflection. The Brownian motion due to particle
impingement in air is reduced by feedback as a disturbance-rejection problem.
Feedback does not reduce the electronic noise in the sensing interface, which in turn
limits the minimum detectable signal. In situations in which low-pressure operation
is required to reduce thermomechanical (Brownian) noise, closed-loop control can
increase the system damping to yield a reasonable settling time. Note that force
balancing is not desirable for low-cost and low-power applications in which the
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Fig. 7.11 Closed-loop feedback configuration for a capacitive MEMS accelerometer

added complexity, cost, and power consumption are of concern. The tunneling-
based accelerometer presented in Sect. 7.3.2 is a special case that needs feedback
stabilization because it is inherently open-loop unstable.

7.3.1 Sigma-Delta Control for Capacitive Accelerometers

Both continuous- and discrete-time controllers can be considered for feedback
implementation. The latter commonly adopt sigma-delta (∑Δ) modulation, which
is a well-established technique for A/D signal conversion, to perform feedback
linearization and provide a high-resolution digital output of the acceleration signal.
From the perspective of A/D conversion, a ∑Δ modulator operates on the basis of
oversampling such that it has more relaxed requirements on the analog components
than does a Nyquist-rate converter [43]. With advances in digital IC technology,
∑Δ modulation has become popular for low-frequency applications such as speech
processing, where a high oversampling ratio can efficiently reduce quantization
noise and thus increase bit resolution. The method is also suitable for accelerometers
since the associated signal bandwidth is only in the kilohertz range.

The conventional ∑Δ modulator in Fig. 7.12a has a feedback configuration
containing a digital loop filter H(z) along with A/D and D/A blocks. For analysis,
the A/D and D/A are replaced by a unity gain and added quantization noise in
Fig. 7.12b. The in-band noise decreases as the filter’s order increases as shown
in Fig. 7.12c, leading to an increased number of resolution bits. The reduction of
quantization noise is the same as in the disturbance-rejection problem that requires
a high loop gain at low frequencies; hence integrators are often selected as the loop
filter H(z). Note that closed-loop stability is affected as the system order increases.
Since an accelerometer is intrinsically a second-order micromechanical filter, it
can assume the role of a loop filter to form a second-order micromechanical ∑Δ
modulator. The A/D and D/A blocks in a ∑Δ modulator do not necessarily require
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Fig. 7.12 (a) Block diagram of a ∑Δ modulator. (b) Its linear model by discrete z transformation.
(c) Noise shaping by modulators of different orders

multibit resolution to improve the quantization noise; instead, a one-bit quantizer,
which is relatively easy to design, is often used in ∑Δ accelerometers.

The quantization noise is modeled as a white noise that has a mean-square value
given by

q2
rms = Δ 2/12, (7.12)

where Δ is the step size of the quantizer. The noise transfer function (NTF)
represented by z transform is the ratio of the noise-induced output over the
quantization noise given by:

NTF(z) =
n(z)
q(z)

=
1

1+H(z)
, (7.13)

where z = e j2π fT(T = 1/ fs. fs is the sampling frequency). The Mth-order ∑Δ
modulator with M integrators results in,

NTF(z) = (1− z−1)M, (7.14)

which has the characteristic of a high-pass filter for suppressing in-band noise
power spectral density as the filter order increases. The closed-loop system of a
∑Δ modulator will be followed by low-pass and decimation stages to remove the
enhanced out-of-band noise observed in Fig. 7.12c.

The oversampling ratio in a ∑Δ modulator is defined as

OSR =
fs

2 f0
, (7.15)
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Fig. 7.13 Block diagram of a ∑Δ capacitive inertial sensor

where f0 is the signal bandwidth. If one integrator (M = 1) and one-bit quantization
are used, the in-band noise power is given by [69]

n2
rms =

π2q2
rms

3(OSR)3 . (7.16)

The noise is reduced by 9 dB, or 1.5 bits are obtained as the oversampling ratio
doubles. For M = 2, the in-band noise power is

n2
rms =

π4q2
rms

5(OSR)5 . (7.17)

Doubling the oversampling ratio gives about 2.5 extra bits, better than the first-order
modulator.

The benefits of ∑Δ control extend to the micromechanical system, providing su-
perior sensing linearity and large dynamic range using simple electronics. The loop
filter in the ∑Δ loop is replaced by the second-order accelerometer to shape the high-
frequency quantization noise. Capacitive sensing and electrostatic force-balancing
are mostly adopted in the literature [2,22,49,51,65]. As shown in Fig. 7.13, the proof
mass displacement is converted by a capacitive sensing circuit and further amplified
before being quantized by a fast-sampling comparator. The electrostatic actuator
converts the bitstream from the comparator into force vectors to counterbalance
inertial forces with amplitudes determined by the pulse density. Information on the
input acceleration is obtained by digital filtering of the pulse stream afterward. A
periodic motion of the proof mass is produced under zero acceleration. Increasing
the sampling frequency effectively reduces this movement, since it is inversely
proportional to f 2

s . By maintaining a small deflection, nonlinearities in the capacitive
interface and mechanical springs are minimized. Raising the feedback pulse value
extends the step size of the quantizer and the full-scale range.

It is desired that the added quantization noise in the ∑Δ modulator be negligible
compared to the electronic noise of the sensing interface, which typically sets the
resolution for open-loop operation. Theoretically, it is possible to reduce quantiza-
tion noise by choosing a sufficiently large oversampling ratio. Sub-μg resolution
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with negligible quantization noise has been achieved for a bulk-micromachined
second-order ∑Δ accelerometer [49]. The effectiveness is doubtful for the less-
sensitive surface-micromachined devices. The reason is that the sensed signal has
to be amplified by a large gain, which consequently increases the overall noise
variance. As a result, the effective quantizer gain decreases, leading to increased
quantization noise at the modulator output. A fourth-order ∑Δ interface uses
additional filtering between the sensing front end and the quantizer to reject the
out-of-band noise so that the effective quantizer gain can remain high [65].

A ∑Δ modulator with A/D and D/A elements is inherently nonlinear. Stability
analysis is typically based on the linear model in Fig. 7.12b whereby the root-locus,
Bode, and Nyquist techniques can be applied. The second-order ∑Δ can be applied
to overdamped mechanical sensors with ensured stability. Lead compensation may
be needed for underdamped devices. Note that the output amplitude of the quantizer
is fixed such that effective quantizer gain varies with respect to the input signal
during stability analysis.

7.3.2 Control of Tunneling Accelerometers

Tunneling-based accelerometers are known to be highly sensitive, with demon-
strated displacement resolution approaching 10−4 Å/Hz1/2 [44]. Electron tunneling
is observed when the gap between a conductive sharp tip and an opposing metal
electrode is on the order of a few angstroms. Closed-loop control is required to
maintain the proof mass in a neutral position for stable operation. The tunneling
current is given by

It ∝ VB · exp(−β
√

φz0), (7.18)

where VB is the bias across the electrodes, β is a constant with a typical value of

about 1.025eV−0.5 Å
−1

, φ is the tunneling barrier height in eV, and z0 is the gap
separation. The linearized model is used for controller design.

Figure 7.14a shows a cross-sectional view of a tunneling accelerometer using
electrostatic actuation for force balancing [54]. For operation, the tip and the proof
mass are first pulled close into the tunneling range. When the device is accelerated,
the proof mass moves relative to the tip and results in a change of tunneling current.
The control circuit subsequently adjusts the electrostatic force acting on the proof
mass to maintain the operating current. The external acceleration is extracted from
the measured control voltage. In general, gap variations less than 1 Å are required
to maintain linearity over a large dynamic range. The high displacement sensitivity
enables implementation of μg accelerometers with relative ease compared to other
types of accelerometers.

The above tunneling accelerometer had to achieve a high resolution of
20ng/Hz1/2 over a bandwidth from 5 Hz to 1.5 kHz for the desired underwa-
ter acoustic application. The mechanical design, however, requires a low resonant
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Fig. 7.14 (a) Cross-sectional view of the tunneling accelerometer using electrostatic force feed-
back. (b) Mixed μ-synthesis controller design for the tunneling accelerometer (Liu and Kenny [54]
c© IEEE)

frequency at 100 Hz such that the low acceleration signals are detectable with
respect to the flicker noise at low frequencies. In addition, a high quality factor is
needed for operation in order to reduce wide-band thermomechanical noise. The
feedback controller design faces the challenges of maintaining a tunneling gap
and extending the closed-loop bandwidth for a high-Q and low-resonance device.
Moreover, stability robustness against plant uncertainties and external disturbances
is needed.

There are some robust control design methodologies that can be considered, such
as qualitative feedback theory (QFT) [72], H∞ [57], and mixed μ-synthesis [84].
Mixed μ-synthesis was applied to meet the desired specifications. The uncertainty
model in this method includes real and complex blocks, which properly represent
variations from physical parameters and unmodeled dynamics, such as variations
from feedback voltage, work function, mass, damping coefficient, and spring
constant. As shown in Fig. 7.14b, Kμ represents the controller. The selection of
the weighting function W1 is related to the system bandwidth and disturbance
rejection. The function W2 limits the control signal and prevents saturation of the
control circuit. The selection and revision of such weighting functions requires
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the designer’s insights in order to harmonize conflicting design specifications.
The method typically results in a high-order controller such that order reduction
is required before implementation. Integral control is not used to prevent circuit
saturation due to integrating the d.c. offset. By feedback linearization, the control
above achieved a large dynamic range of 92 dB. Designers can also use simple
design methods, such as the proportional-integral-derivative (PID) control, to
stabilize a tunneling accelerometer, yet one should be aware of the fact that stability
robustness is better considered in the aforementioned approach.

7.4 MEMS Control for Thermally Driven Scanning Cantilevers

Scanning probe microscopy (SPM) has led to many new findings in nanotechnology
[28, 33] since its invention in the 1980s [7]. Commercial AFM instruments are
rather bulky and have a limited throughput with only one scanning cantilever.
The cantilever deflection during surface scanning is detected optically by use
of a laser and an optical detector, making it difficult and costly to integrate
multiple cantilevers. Research groups have been motivated by the idea of fabricating
arrays of scanning cantilevers to increase parallelism, with each cantilever capable
of performing closed-loop sensing and actuation. Developed AFM probes have
used piezoelectric actuation/piezoresistive detection [46, 58] and thermal actua-
tion/piezoresistive detection [1].

The AFM scanning array can be monolithically integrated into an IC process for
miniaturization [6]. The cantilevers in Fig. 7.15 are thermally actuated by a bimorph
of silicon and aluminum layers powered by CMOS circuitry. The method for
determining the lumped dynamic model of an electrothermal actuator was presented
by [11]. The cantilever deflection caused by forces exerted on the tip during a surface
scan is detected by a Wheatstone bridge consisting of four diffused piezoresistors.

Fig. 7.15 Schematic of the CMOS-integrated scanning cantilevers (Barrettino et al. [6] c© IEEE)
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The cantilever is inherently a stable plant, and these cantilevers had a resonant
frequency of 43 kHz and a quality factor of up to 400. The control bandwidth is
limited by the thermal time constant to 3 kHz, which eventually determines the scan
rate. Digital PID controllers are used to keep a constant tip–sample contact force for
the ten cantilevers.

Note that there are some non-idealities in the control loop: the false force
signals produced by thermal crosstalk from the actuator to the sensor are subtracted
by digital filters. The offset voltage of the piezoresistive Wheatstone bridge is
compensated by the offset value from a reference Wheatstone bridge. An analog
square-root circuit in the controller takes care of the quadratic nonlinearity between
the control voltage and the dissipated power in the electrothermal actuator. The
cantilevers achieve a vertical resolution of better than 1 nm, which is equivalent
to a force resolution of better than 1 nN.

Scanning resolution can be enhanced by operating a cantilever at its resonance.
The shifts of resonant frequency and quality factor are dependent on the interacting
force gradients from the sample and dissipative forces [8]. The oscillation amplitude
is maintained by a positive feedback loop that contains specialized circuits such as
a phase-locked loop and a variable gain amplifier [19]. The tip–sample spacing is
maintained by a negative feedback system. Due to the complexities in design and
hardware, it is more challenging to implement a dynamic-mode AFM array in an IC
process.

7.5 MEMS Control for Data Storage

The storage density of magnetic hard disk drives (HDD) has doubled every
18 months since they were first invented in the 1950s. The areal density of
today’s magnetic recording technologies are approaching the limit imposed by the
superparamagnetic effect. As the density reaches 1012 bits/in2, the budget for track
misregistration is on the order of only a few nanometers. It is therefore natural to
consider MEMS technology for improving the read/write head servo bandwidth and
performance.

Following the success of scanning cantilevers, the probe-based MEMS data-
storage device was proposed in pursuit of a high storage density and a high data
rate. Such a MEMS device, as shown schematically in Fig. 7.16a, consists of two
chips: the bottom chip has a tip-cantilever array for data read/write, and the top
one has large-stroke actuators for moving the storage media. Passive tip-cantilevers
are used in IBM’s Millipede device to eliminate the complexity of tip servos, since
minimal power consumption is desired for portable applications [20]. Without tip
servos, variation in tip-cantilever height and thermally induced curl can limit the
overall array size. The magnetic medium is actuated with large stroke in the xy plane
to accommodate read/write action of each cantilever. Access time is reduced, since
there is no latency as in an HDD. Control of the media actuator is discussed next.
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Fig. 7.16 (a) Schematic of the MEMS-based data storage device. (b) Schematic of the media
actuator by IBM (Lantz et al. [50] c© IEEE)

By following the infrastructure of a conventional HDD, MEMS can add a
microactuator as the secondary actuator to the primary VCM (voice coil motor)
actuator for fine positioning of the read/write head. The schemes of dual-stage
actuation and control are discussed in Sect. 7.5.2.

7.5.1 Control of Media Actuator for Probe-Based Data Storage

The micro-scanner depicted in Fig. 7.16b consists of a polymer storage medium
driven by magnetic actuators in the x–y plane [50]. The device is inherently a
two-input–two-output system capable of providing motion up to ±50μm. The
resonant frequencies in the x and y directions are 151 and 137 Hz, respectively, with
quality factors of about 6. Thermomechanical read/write on the polymer medium is
achieved using tips of the 64× 64 AFM cantilevers.

The control system performs two functions: in the seek-and-settle stage, the
scanner moves the target track from an arbitrary position close to the read/write
probes; then in the track-and-follow stage, the servo system maintains the probe
position along the center of the target track as the data read/write proceeds [64].
Thermal position sensors made from doped silicon are used during seek-and-settle.
Displacement of the scan table causes a temperature change in the heated sensor
and thus a change in electrical resistance. Due to the large sensor noise at low
frequencies, a hybrid scheme with dedicated written bits for tracking is used in the
track-and-follow stage.

A minimum transient time with nearly no overshoot is the primary requirement
in seek-and-settle. The concept of time-optimal control (TOC) [4], or so-called
bang-bang control, developed in the 1960s is applied with some modifications. The
original method in Fig. 7.17a requires state feedback of displacement and velocity
and uses a nonlinear on–off element to drive the plant. Chattering is the main
concern of TOC, since the control signal always switches between the maximum and
minimum values. The modified version, called proximate TOC (PTOC), as shown
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Fig. 7.17 Control systems for minimizing transient time in the seek-and-settle stage: (a) Time-
optimal control; (b) Proximate time-optimal control

in Fig. 7.17b, uses a finite gain saturation element to eliminate chattering at the
cost of increased response time [23, 82]. For micro-scanner control, a Kalman state
estimator is used to estimate position, velocity, and the dynamics of the thermal
sensor. The achieved seek time is 1.6 ms. Higher-order mechanical modes can be
excited when one is attempting to further minimize the seek time. A practical
solution is to move these modes to higher frequencies.

Next, for track-and-follow, the design challenge is to enhance positioning
resolution in the face of noise and external disturbances at a scan rate of a few
millimeters per second (equivalent to a desired data rate of 50 kbits/s per probe). The
first design approach uses only the position information from the thermal sensors.
Two independent closed loops for the x and y directions are designed based on
the linear quadratic Gaussian (LQG) regulator [57]. The LQG problem combines
the optimal control technique with the design of an observer-based controller. The
design procedure reduces to two subproblems: (1) state estimation by Kalman-filter
theory; (2) finding the control law that minimizes the cost function represented
by the states and the control signal. LQG combined with LTR (loop transfer
recovery) guarantees internal stability for minimum-phase plants. Gain shaping
of the sensitivity function and the closed-loop transfer function replaces phase
compensation to achieve desirable performance and robust properties. Figure 7.18a
shows the complete control system, which consists of an LQG regulator, an
integrator KI, and a feedforward term KFF. The feedforward component reduces
the effect of higher-order modes using notch filters and enhances the transient speed
by canceling the undesired closed-loop pole produced by the integrator.

Since the thermal sensor noise deteriorates at low frequencies, the second
design approach adopts a hybrid sensing scheme that combines thermal sensors
and medium-derived positional error signals (PES) and takes advantage of their
good noise performance at high and low frequencies, respectively. The H∞ robust
control diagram in Fig. 7.18b shows that the controller represented by K has two
inputs from the thermal position signal yth and the medium-derived signal yPES. The
plant model, noise, and disturbances are represented by G, n, and d. Performance
requirements are translated into appropriate weighting functions; for example, the
transfer function WnL has a low-pass filter characteristic to force the signal v1 derived
from the thermal sensors to be the preferred signal at high frequencies. The control
signal magnitude is limited by the weight Wu to meet the constraint of power
consumption. The standard H∞ control problem is to find a stabilizing and robust
controller that minimizes the structured singular value of a transfer function matrix
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Fig. 7.18 Control systems for track-and-follow: (a) based on thermal position sensor and LQG
design; (b) based on hybrid sensing and H∞ design (Pantazi et al. [64] c© IEEE)

represented by the functional blocks in Fig. 7.18b [57]. The joint controller K has
two transfer functions K1 and K2; K1 uses the thermal sensor signal as the input such
that it has smaller gain at low frequencies and larger gain at high frequencies than
K2, which uses the PES signal as the input. The drift caused by thermal sensors in
the first design is effectively removed.

7.5.2 Dual-Stage Control for Magnetic Hard Disk Drives

The read/write head of a conventional hard disk drive (HDD) is placed at the
end of a suspension arm that is actuated by a voice coil motor at the other
end. Servo bandwidth is thus limited by the low resonant frequency of the arm.
The concept of dual-stage actuation has been proposed to resolve the issue with
mainly two different implementations. In the MEMS-based actuation shown in
Fig. 7.19a, the microactuator placed at the end of the VCM suspension moves the
magnetic head (or slider) relative to the suspension for fine positioning at a larger
control bandwidth not limited by the suspension. The second implementation uses
piezoelectric actuation as the secondary mechanism to move the suspension for fine
positioning. Note that the controller is MIMO for MEMS-based actuation because
both the head position relative to the suspension and the suspension motion can
be detected [21]. In most piezoelectrically actuated suspensions, relative position
sensing is generally not available so that the dual-stage controller is single-input–
multiple-output (SIMO).

Electrostatic actuation is preferred for MEMS-based actuation due to its tem-
perature stability. The actuator design is required to be flexible in the in-plane
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Fig. 7.19 (a) MEMS-based dual-stage actuation using a microactuator placed the end of the VCM
suspension to move the magnetic head relative to the suspension. (b) The high-aspect-ratio actuator
made by IBM (Hirano et al. [36] c© IEEE)

operational mode and very stiff in the other modes for reducing cross-coupled
motions. The out-of-plane stiffness must be high enough to withstand the force
coming from the slider as the actuator is pressed down to the disk surface.
Figure 7.19b shows the electroplated Invar actuator fabricated by IBM with a 40μm
structural height and a 4μm interelectrode gap [36]. The driving comb electrodes
are used simultaneously for capacitive position sensing, with actuation and sensed
signals being separated in the frequency domain by modulation [21,41]. With a first
resonant frequency at 1.9 kHz, the actuator is suitable for use as a secondary servo
actuator.

There are primarily two approaches to dual-stage control design: one is based
on classical SISO design methodologies and the other is based on modern MIMO
optimal and robust design methodologies [34, 53]. Most of the proposed SISO
design methodologies first perform decoupling, followed by multiple SISO loop
shaping steps to obtain the overall closed-loop frequency responses. The control ar-
chitectures include the master–slave method [35,45,52,59] and the PQ method [70].

The master–slave and decoupled sensitivity design approach deals with both
MIMO (MEMS-based) and MISO (piezoelectrically actuated) dual-stage schemes
[52] as shown in Fig. 7.20a, b, where Pv and PM represent the VCM and the
microactuator, respectively, PES is the position error of the head relative to the data
track, RPES is the microactuator position relative to the tip of the suspension, and
VPES, as generated by PES and RPES, is the position error of the suspension tip
relative to the data track. The PES is generally obtained from encoded information
on the magnetic disk. There are three compensators in the MIMO block diagram
of Fig. 7.20a, including the VCM loop compensator (CV), the microactuator loop
compensator (CM), and the microactuator minor loop compensators (C1 and C2).
The latter is used to damp the microactuator’s resonant mode for desired pole
placement. The closed-loop sensitivity transfer function from input r to PES is the
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Fig. 7.20 The master-slave and decoupled sensitivity design approach for dual-stage servo: (a)
MEMS-based MIMO design; and (b) piezoelectrically-actuated MISO design (Li and R. Horowitz
[52] c© IEEE)

Fig. 7.21 The PQ method using the plants connected in parallel (Schroeck et al. [70] c© IEEE)

product of the VCM and microactuator loop sensitivity transfer functions. The dual-
stage servo control design is thus decoupled into two independent loop designs. The
design procedure can also be applied to the SIMO control of a piezoelectrically
actuated suspension where the RPES signal is not available and has to be estimated
by an observer K as shown in Fig. 7.20b.

The other SISO approach is the PQ method, which connects the high-bandwidth
microactuator in parallel with the low-bandwidth VCM as shown in Fig. 7.21. The
idea can be intuitively understood as a way to modify the original plant, VCM, for
extending servo bandwidth [37]. The added high-bandwidth part becomes effective
at high frequencies and almost does not affect the plant behaviors at low frequencies.
The design starts with the controllers CM and CV to address the issues of stable zeros
and relative output contribution, followed by the design of the controller C.

Cost and reliability of dual-stage servo systems are the key issues to be overcome
for commercialization. Other related research includes the use of MEMS strain
sensors placed on the suspension arm to detect airflow-induced vibrations for
suppressing track misregistration [39].

The control system discussed in this section could be applied to any dual-
stage system that requires coarse and fine positioning. There are some issues to be
aware of when a MEMS actuator is included. The actuator’s lightly damped flexure
resonance mode needs to be properly compensated to allow quick settling in the
output response [40]; in addition, manufacturing variations result in uncertainties in
a microactuator, including those in the spring constant, the resonant frequency, and
the required driving voltage. Thus, the controller robustness to uncertainties should
be considered for MEMS-based dual-stage servo control design. The contribution
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of each actuator to the closed-loop sensitivity transfer function attenuation must be
properly allocated in the frequency domain. The first-stage coarse motion actuator
has a large range but limited bandwidth. Hence its contribution to sensitivity re-
duction in the presence of stochastic and deterministic disturbances and parametric
uncertainties should be primarily in the low-frequency range. The second-stage
microactuator can operate in a higher frequency range but it produces a significantly
smaller motion. Its contribution to sensitivity reduction should be primarily in this
high-frequency range.

7.6 Conclusions

MEMS technology enables system miniaturization, and the resulting large motion
bandwidth is desirable for applications that need a fast output response. New control
problems arising from MEMS devices have stimulated a colloborative dialogue
between the MEMS and control systems communities. Some problems, such as the
nonlinear multivariable control of a two-axis electrostatic micro-mirror presented in
Sect. 7.2.2, present exciting new challenges that are very good research topics for
control theorists and engineers. In particular, robust MEMS control requires more
study since it has only been explored to a limited degree so far. Two of the most
difficult parts are system implementation and verification, starting from finding a
MEMS group with an interest in collaboration on some of the issues we describe
below. For MEMS researchers who are interested in MEMS control but not familiar
with the theory, learning the material of an undergraduate-level course in control
systems would be very helpful in achieving a basic systematic understanding of
control objectives and requirements associated with sensor and actuator design.

Some issues related to design and implementation are summarized as follows:

1. Selection of the actuation and sensing mechanisms. The criteria are based on the
required displacement, driving voltage, sensor resolution, fabrication feasibility,
among others. MEMS actuation is often in the micrometer range, and the
dynamic range of MEMS sensors is limited, making it a challenge to realize
closed-loop control for applications that need large stroke and fine resolution.

2. Output response time, control resolution, and sensor noise. Device miniatur-
ization leads to increased actuator bandwidth but also can result in reduced
sensor sensitivity, which consequently leads to an increased equivalent noise
displacement due to electronic noise. The application of external sensing is one
way to avoid compromising sensor and actuator performance. Additionally, as
the system bandwidth increases, more sensor noise is induced to the output,
which appears as a false signal to reduce the positioning precision. Design
trade-offs between the output response time, control resolution, and sensor
implementation should be carefully considered.

3. Sensor readout electronics and their effect on system dynamics. The additional
pole frequencies induced by readout electronics are usually much higher than
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those from microactuators, so that they are sometimes overlooked in simulations.
Designers should be careful to address the reduced stability margins caused by
readout electronics when designing systems with unstable or nonminimum-phase
transfer functions, such as the parallel-plate actuator described in Sect. 7.2.

4. Sensor non-idealities and implementation. Additional circuit techniques are
needed to cancel non-idealities in a sensor, such as the circuit offset due to
mismatched transistors and the sensor offset due to mismatched MEMS devices.
False signals coupled directly from actuation in an integrated device also need
to be removed. Sensor design and implementation becomes challenging when
motion detection for more than one axis is required.

5. Integrated or hybrid implementation. Integration in an IC process is desirable
to reduce I/O complexity in controlling an array of MEMS devices. However,
MEMS fabrication does not always match with IC processes. In addition to array
implementation, IC integration is preferred for MEMS sensors (e.g., capacitive)
to enhance sensor performance.
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Chapter 8
Dissecting Tuned MEMS Vibratory Gyros

Dennis Kim and Robert T. M’Closkey

8.1 Introduction

Vibratory gyros are devices which can detect a change in angle or angular velocity
by exploiting the Coriolis force coupling between two degrees of freedom in a
mechanical resonator when the equations of motion are considered in a coordinate
frame that is fixed with the sensor case. This is a natural coordinate system to choose
because deflections of the resonating structure are readily sensed with built-in pick-
offs that are fixed with respect to the sensor case. Furthermore, it is often necessary
to apply forces to the structure, and this is also easily accomplished with case-fixed
electrodes. By monitoring the response of the pick-offs, it is possible to infer the
angular velocity, or in certain modes of operation, the change in angle, experienced
by the sensor case.

This chapter focuses on the analysis of the Disk Resonator Gyro (DRG) whose
development has been sponsored by Boeing. The resonant structure of the DRG is
shown in Fig. 8.1 and consists of 16 nested rings (lighter “webbing” in the photo)
that are attached to adjacent rings by small “spokes” that bridge the gap between
the rings every 45◦. The spokes, however, do not create a solid radial structure
from the outer ring to the central resonator post but in fact are offset by 22.5◦
when comparing adjacent rings. This arrangement builds in a high degree of planar
elasticity and the modes of interest have in-plane approximately ellipsoidal shapes
that are coupled by a coriolis term when the resonator equations of motion are
written in a coordinate frame that is fixed at the resonator’s center and which rotates
with the resonator. The angle subtended by the major axes of the two ellipsoidal
modes is nearly 45◦ in the DRG – the exact angle depends on the details of the
mass and stiffness asymmetries that are present in the fabricated resonators. As
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Fig. 8.1 Photo of the 8 mm diameter resonator of the Disk Resonator Gyro (Fig. A1 of [13],
copyright/courtesy of Springer). The central resonator post is attached to the electrical base wafer –
this arrangement suspends the rings above the baseplate so that they are free to move in the plane.
The DRG senses rotation about an axis normal to the plane of the resonator. Electrodes are fixed
to the baseplate and embedded between the rings. They can be configured to apply electrostatic
forces to the resonator or measure the local deflections of the resonator. The lower schematic
shows a simplified version of the electrical interface to the resonator. The resonator is held at a
constant potential relative to the electrodes and the transresistance configuration of the pick-off
buffers provides a measurement of the local radial velocity of the rings (the s1 and s2 voltages).
The forcing electrodes apply radial electrostatic forces to the resonator proportional to the d1 and
d2 voltages. Thus, electrical test data of the DRG consists of four transfer functions from inputs
{d1,d2} to outputs {s1, s2}. The approximately ellipsoidal mode shapes of the two coriolis-coupled
modes are shown as dashed lines. The two control loops employed in closed-loop vibratory gyros
are also shown (not shown in this schematic is the manner in which an angular rate input induces
signals in the closed-loop system – refer to the complete block diagram in Fig. 8.4)

shown in the schematic diagram of Fig. 8.1, the resonator itself is represented by
a ring and the electrodes are shown to be distributed around the periphery of the
ring. The electrodes are paired in a forcer/pick-off configuration and the pairs are
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physically oriented at 45◦ to each other to take advantage of the fact that in a
perfectly fabricated resonator, there would be no cross-channel coupling between
forcer/pick-off pairs. In the actual DRG, the electrodes are embedded in the gaps
between the rings and can be configured to sense an averaged ring displacement
or velocity over the electrode area, depending only how the signal conditioning
electronics are configured. Other electrodes apply in-plane electrostatic forces to
the ring (for resonator forcing), and, finally, a third set of electrodes is reserved
for providing constant voltage potentials between the resonator and the electrodes
to create electrostatic “springs” which modify the resonator’s stiffness matrix. The
simplified schematic in Fig. 8.1 shows the roles of the three sets of electrodes. It
is clear that a partial differential equation is necessary to describe the dynamics
of the resonator due to its distributed mass and stiffness, however, since the two
coupled modes of interest are well isolated from neighboring modes, the following
two degree-of-freedom model can accurately capture all relevant features of the
dynamics,

Mẍ+Cẋ+αSΩ ẋ+Kx = f, (8.1)

where M, C, and K are real, 2-by-2, positive definite mass, damping, and stiffness
matrices, respectively, corresponding to the generalized coordinates x that rotate
with the resonator and the corresponding generalized forces f. The angular velocity
of the resonator about the plane normal to the disk is denoted Ω and the coupling
strength between these degrees of freedom is denoted α . The matrix S is skew-
symmetric,

S =

[
0 −1
1 0

]
.

This model makes no assumptions on the structure of the mass or stiffness matrices
which are often invoked to be diagonal. While such simplifications are didactically
useful for describing the operation of vibratory rate sensors, they are unjustified
when considering the dynamics of real resonators.

The generalized coordinates x may be taken to be the displacements sensed by the
two pick-off electrodes embedded between the resonator’s rings. These electrodes
are sensitive to changes in capacitance between themselves and the resonator and
although the electrodes are distributed in the sense that they detect a capacitance
change over an arc at several locations on the resonator, the net result is to effectively
measure two displacements, denoted x1 and x2, which are treated as the generalized
coordinates x = [x1, x2]

T. Similarly, the forcing electrodes apply electrostatic forces
to the resonator, distributed over an arc, at several locations within the resonator
that are complimentary to the placement of the pick-off electrodes so that the net
electrostatic forces exerted on the modes are represented f1 and f2 and combined
into f = [ fexc, freb]

T. Thus, although the pick-off electrodes and forcing electrodes
are not co-located as is assumed when writing the equations of motion in the
form (8.1), their placement relative to the two modes of interest permits the
treatment of the pick-offs and forcers as being co-located and, thus, (8.1) remains an
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x1

x2

+

sensor case

case center

springs point mass

Fig. 8.2 Cartoon of a point mass suspended by springs attached to a case. The equilibrium position
of the mass is in the case center and the displacement of the mass relative to this position is given
by the variables x1 and x2. The case is allowed to rotate about the axis normal to the plane which
passes through the case center, however, the x1 – x2 coordinate axes are fixed to, and rotate with,
the case

appropriate model. In terms of actual DRG measurements, the s1 and s2 signals in
Fig. 8.1 are voltages proportional to the velocities ẋ1 and ẋ2 because the electrodes
are connected to transresistance amplifiers, that is the output voltage is proportional
to the electrode current, which is proportional to the time-rate-of-change of the
capacitance, which is a measure of average ring radial velocity at the electrode.

Immediate analysis of (8.1) would obscure the essential operation of vibratory
gyros, so we will initially consider the system in Fig. 8.2, which is often offered as
the prototypical example of a vibratory gyro. The model consists of a point mass
of mass m suspended in a frame or case that is allowed to rotate in the x1-x2 plane
about an axis this is located at the center of the frame. The orthogonal x1 and x2

degrees of freedom are fixed to the sensor case, that is, they rotate with the case, and
we assume that the pick-off arrangement permits the measurement of x1 and x2. The
springs are chosen so that the restoring force is isotropic for small displacements
from the case center (we ignore geometric nonlinearities) and so the effective spring
rate for displacements in both the x1 and x2 directions is k. Writing the equations
of motion for the mass assuming pure rotation about the case center (no translation)
yields

[
ẍ1

ẍ2

]
+2Ω

[
0 −1
1 0

][
ẋ1

ẋ2

]
+

[
ω2

n −Ω 2 −Ω̇
Ω̇ ω2

n −Ω 2

][
x1

x2

]
=

[
0
0

]
,

where Ω is the (time-varying) angular rotation rate of the sensor case (counter-
clockwise positive) and ωn =

√
k/m is the natural frequency of each degree of
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freedom. Further simplifications are made by assuming Ω � ωn and Ω̇ � ωn so
that the time-varying terms in the stiffness matrix can be dropped,

[
ẍ1

ẍ2

]
+ 2Ω

[
0 −1

1 0

][
ẋ1

ẋ2

]
+

[
ω2

n 0

0 ω2
n

][
x1

x2

]
=

[
0

0

]
. (8.2)

Although this model may be found in almost any reference on vibratory gyros,
the amplitude and phase coordinate analysis undertaken here is a novel and
expedient way of showing that if the initial conditions are chosen so that the mass
oscillates along a straight line that passes through the equilibrium position of the
mass (the case center), then, as the frame rotates in the plane, the orientation of the
line of oscillation remains inertially fixed. Thus, measurement of the orientation of
the line of oscillation relative to the case-fixed coordinates yields the orientation
of the frame in inertial space, albeit with a polarity change in the measured angle
versus inertial angle. Although this mode of operation is not the focus of this chapter
it is a worthwhile exercise to understand this property of (8.2). The analysis is
accomplished using the following amplitude and phase coordinates [6] for each
degree of freedom,

x1(t) = a1(t)cos(ωnt +ϕ1(t)) (8.3)

x2(t) = a2(t)cos(ωnt +ϕ2(t)), (8.4)

where a1 and a2 are the amplitude functions of x1 and x2, respectively, and ϕ1 and ϕ2

are the phase functions. The objective is to derive first-order differential equations
for the dependent variables a1, a2, ϕ1 and ϕ2.

Differentiating (8.3) and (8.4) yields

ẋ1 = ȧ1 cos(ψ1)− a1(ωn + ϕ̇1)sin(ψ1),

ẋ2 = ȧ2 cos(ψ2)− a2(ωn + ϕ̇2)sin(ψ2),

where, for brevity, we define ψk(t) = ωnt +ϕk(t), k = 1,2. Following the amplitude
and phase coordinate procedure, we set

ȧ1 cos(ψ1)− a1ϕ̇1 sin(ψ1) = 0 (8.5)

ȧ2 cos(ψ2)− a2ϕ̇2 sin(ψ2) = 0, (8.6)

which yields simplified expressions for ẋ1 and ẋ2,

ẋ1 =−a1ωn sin(ψ1),

ẋ2 =−a2ωn sin(ψ2). (8.7)
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Differentiating (8.7) and substituting into (8.2) yields the following differential
equations which complement (8.5) and (8.6),

−ȧ1ωn sin(ψ1)− a1ωnϕ̇1 cos(ψ1)+ 2Ωa2ωn sin(ψ2) = 0, (8.8)

−ȧ2ωn sin(ψ2)− a2ωnϕ̇2 cos(ψ2)− 2Ωa1ωn sin(ψ1) = 0. (8.9)

The expressions for ȧ1 is obtained by multiplying (8.5) by −sin(ψ1) and adding
the result to the product of (8.8) with −cos(ψ1)/ωn,

ȧ1 − 2Ωa2 sin(ψ1)sin(ψ2) = 0. (8.10)

Similar manipulation produces differential equations for a2 and the phases,

ȧ2 + 2Ωa1 sin(ψ1)sin(ψ2) = 0, (8.11)

a1ϕ̇1 − 2Ωa2 cos(ψ1)sin(ψ2) = 0, (8.12)

a2ϕ̇2 + 2Ωa1 sin(ψ1)cos(ψ2) = 0. (8.13)

Exact analysis of (8.10)– (8.13) is difficult; however, we can definitively conclude

a1ȧ1 + a2ȧ2 = 0,

from manipulation of (8.10) and (8.11). Thus, the norm of the amplitude functions,
that is, a2

1 +a2
2, is constant, which states that the energy in the system is conserved.

An approximate analysis can be carried out by exploiting the fact that the
amplitude and phase terms evolve on time scales that are generally much longer
than the period of the oscillation associated with the natural frequency ωn. Thus,
averaging analysis [4] yields the following equations, which describe the approxi-
mate behavior of the amplitudes and phases,

ȧ1 −Ωa2 cos(ϕ2 −ϕ1) = 0, (8.14)

ȧ2 +Ωa1 cos(ϕ2 −ϕ1) = 0, (8.15)

a1ϕ̇1 −Ωa2 sin(ϕ2 −ϕ1) = 0, (8.16)

a2ϕ̇2 −Ωa1 sin(ϕ2 −ϕ1) = 0. (8.17)

Of considerable interest are situations in which x1 and x2 are in-phase for all t, that is
ϕ1(t) = ϕ2(t). If (8.16) is multiplied by −a2 and summed with the product of (8.17)
and a1, the following differential equation for ϕ2 −ϕ1 is obtained,

a1a2 (ϕ̇2 − ϕ̇1)+Ω(a2
2 − a2

1)sin(ϕ2 −ϕ1) = 0.
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case rotation

antinode axis

antinode axis

Fig. 8.3 Whole-angle mode of DRG showing the precession of mode antinode when the sensor
case is subjected to rotation. In an inertial reference frame, the antinode orientation lags the
case orientation by a precisely known factor, hence, the case orientation can be determined, by
monitoring with case-fixed pick-offs, the shift in anti-node orientation relative to the sensor case

Note that ϕ2(t)−ϕ1(t)≡ 0 is a solution of this differential equation independent of
the angular velocity Ω of the sensor case. Thus, if the initial phases are chosen to
be equal, then they remain equal for all time. In this case, the oscillating point mass
traces a straight line through the origin of the x1 – x2 coordinate frame in Fig. 8.2
and the amplitudes are governed by the coupled equations

ȧ1 −Ωa2 = 0,

ȧ2 +Ωa1 = 0.

The orientation of this line is of interest and the angle it makes relative to the x1

coordinate axis is tan−1(a2(t)/a1(t)). Since

d
dt

tan−1(a2(t)/a1(t)) =
1

1+(a2/a1)2

(
ȧ2

a1
− a2ȧ1

a2
1

)
=−Ω(t),

the angle of the line that the mass oscillation proscribes relative to the case-fixed
coordinates is minus the integral of the angular velocity of the sensor case. In other
words, the line that the mass follows remains constant with respect to an inertial
reference frame and by monitoring how the orientation of the line changes with
respect to the case-fixed x1 – x2 frame, the angle of rotation of the sensor case can
be determined. This is the so-called “whole angle mode” of operation and there is no
qualitative difference when considering the response of a “perfect” DRG in which
the resonator has no etching errors or damping: the major axis of the ellipsoidal
modal response, once excited, will lag the case motion by a precise amount. In other
words, the major axis will not remain inertially fixed as in the point mass example,
but rather will rotate in same direction as the sensor case, but through a smaller
angle as shown in Fig. 8.3. The ratio of the change in major axis angle in an inertial
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frame relative to a change in case angle in an inertial frame has been experimentally
confirmed to be about 0.6 for the DRG.

Advantages of the whole angle mode of operation include the ability to measure
angles even when the sensor case experiences very large angular rates of rotation
because the “physics” of the device actually does the integration from angular rate
into a change in angle. In practice, though, the resonator does exhibit dissipation
of energy which must be replaced in order to sustain the oscillation on which the
angle sensing mechanism depends, and it is difficult to design a replenishment
strategy that does not perturb the orientation of the oscillation. Furthermore, there
are challenges associated with the pick-off design because each pick-off must be
configured to accept the full dynamic range of amplitudes, and there are also
complications introduced by nonlinearities in the structural mechanics when the
resonator amplitudes are driven out of their linear regime [2].

It is possible to motivate the angular rate sensing mode of operation, as opposed
to the whole angle mode, using (8.2). In this case, two “actuators” are introduced
that produce forces along the x1 and x2 coordinate axes. The x1 degree of freedom
is designated the “excitation” degree of freedom and a control loop is designed
whose objective is to maintain a stable harmonic oscillation of the x1 component of
the mass response. In other words, the excitation force, denoted fexc, ensures that
x1(t) = acos(ω0t) in the updated equations,

[
ẍ1

ẍ2

]
+ 2Ω

[
0 −1
1 0

][
ẋ1

ẋ2

]
+

[
ω2

n 0
0 ω2

n

][
x1

x2

]
=

1
m

[
fexc

freb

]
.

There is a second controller, dubbed the “force-to-rebalance” controller, that pro-
duces the force freb along the x2 degree of freedom. The design objective of this
controller is to null, or zero out, the x2 component of the sensor response. In other
words, if we assume x2(t)≡ 0, then

freb(t) = 2mΩ(t)ẋ1(t) =−2maω0Ω(t)sin(ω0t),

so the angular rate of the sensor case modulates the “fast” sinusoid sin(ω0t) which
is in-phase with the x1 velocity component. Thus, a signal proportional to Ω can
be recovered by multiplying freb by a signal proportional to ẋ1 and then low-pass
filtering the result. The fact that the natural frequency of the mode associated with
x2 degree of freedom is equal to the natural frequency of the mode associated with
the x1 degree of freedom – a situation referred to as tuned – is of no consequence
at this level of analysis but we will see that it plays a critical role when sensor
noise is included in the analysis. An important observation is that achieving tuned
modes is an objective of the DRG design: the symmetry of the resonator under
discrete rotations of 45◦ (see Fig. 8.1) can be shown to yield degenerate elliptically
shaped modes, although it will be evident later in the chapter that small etch
nonuniformities break the resonator symmetry and produce two close, but detuned,
modal frequencies – the detuning must be eliminated in order to achieve the best
possible gyro performance (tuning the modal frequencies is the subject of Sect. 8.3).
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The closed-loop operation of the sensor does have certain advantages over the
whole-angle mode of operation. For example, note that the resonator is always
maintained in the same dynamic response state relative to the sensor case, that is, x1

tracks a sinusoid and x2 ≈ 0 for all input rates Ω . This simplifies the design of the
electronic signal conditioning because the wide dynamic range requirement for both
pick-offs in the whole-angle mode is no longer necessary, thus, each pick-off can be
optimized for a preset range of signals. The closed-loop operation, however, shifts
the dynamic range requirement to freb, but since freb is produced by the control
electronics and not the mechanics of the resonator, it is much easier to maintain
its linearity. Thus, feedback plays an indispensable role in operation of vibratory
angular rate sensors. The two control loops are denoted by Cexc and Creb in Fig. 8.1
schematic.

The issue that drives closed-loop vibratory gyro performance is the ratio of the
angular rate-induced signal in freb relative to the noise power that is present in this
signal. The noise can come from several sources such as mechanical-thermal noise
of the resonator [3] and the electronic noise associated with the pick-off signal
conditioning electronics. The dominant noise source in the DRG is the electronic
noise associated with the pick-off buffers. The noise spectrum measured at s1 and s2

in Fig. 8.1 is dominated by the Johnson noise of the feedback resistors in the buffers.
The effect of this noise on the angular rate measurement is analyzed in detail in
Sect. 8.5. Without the inclusion of noise in the analysis, however, all vibratory gyros
perform arbitrarily well so in order to motivate the advantages of tuned, closed-loop
vibratory rate sensors over their untuned brethren we embellish (8.2) by assuming
that there may be different modal masses and spring rates associated with each
degree of freedom,

m11ẍ1 + c11ẋ1 −αΩ ẋ2 + k11x1 = fexc,

m22ẍ2 + c22ẋ2 +αΩ ẋ1 + k22x2 = freb, (8.18)

where m11 and m22 are the modal masses, c11 and c22 are the modal damping, k11

and k22 are the modal stiffnesses, and x1 and x2 represent the generalized coordinates
with corresponding generalized forces fexc and freb. The subscripts denote, as above,
excitation and force-to-rebalance, since we will continue to assume that there are
two control loops that provide for excitation of the x1 degree of freedom response,
and for nulling the x2 degree of freedom response. This model is still somewhat
idealized because cross-coupling terms in the mass, stiffness, and damping matrices
are ignored. Furthermore, the point mass model in Fig. 8.2 cannot motivate these
equations because this model requires that the modal masses be equal. Thus, (8.18)
can be considered to be produced by the analysis of a distributed resonator like the
DRG in which all other resonant modes have been ignored. The coriolis term arises
from the fact that these equations of motion are still written in coordinates that are
fixed to the sensor case and hence rotate with the sensor. The parameter α denotes
the coriolis coupling strength between the two modes. The role of the excitation
loop, which is closed from x1 or ẋ1 to fexc, is to establish a constant sinusoidal
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response of x1. In other words, we assume x1(t) = acos(ω0t), where a denotes the
amplitude and ω0 the frequency. In MEMS sensors, the frequency of the excitation
often coincides with the undamped natural frequency because the largest response of
the resonator is usually desired given a limit on the forcing magnitude (electrostatic
forcing is ubiquitous in MEMS devices and a limit on the potential between the
electrode and vibrating structure is typically dictated by the electronics). Thus, we
assume in the Introduction that excitation frequency ω0 is equal to the natural
frequency

√
k11/m11. The force-to-rebalance loop is typically a high gain loop

whose task is to regulate x2 to zero. A vibratory gyro is an “AC” sensor in which
the angular rate Ω , is modulated, via the device physics, onto a carrier which in this
case is the sinusoidal response of ẋ1. Thus, the x2 degree of freedom experiences
a disturbance due to the coriolis coupling. Since the measurements in the DRG
are proportional to velocities, that is, ẋ1 and ẋ2, instead of positions, we adopt the
perspective that the signals produced by the sensor are proportional to velocity
for the remainder of the chapter. The transfer function H is used to represent the
sensor dynamics from [ fexc, freb]

T to [ẋ1, ẋ2]
T when Ω = 0. Subscripts are used to

denote the channel of interest, for example, H12 is the transfer function from freb

to ẋ1, H21 is the transfer function from fexc to ẋ2, etc. We will assume that the
feedback regulation maintains x2(t),≡ 0 which implies freb perfectly cancels the
“disturbance” from the coriolis-coupled signal, that is,

freb(t) = αΩ(t)ẋ1(t) =−αΩ(t)aω0 sin(ω0t).

If freb is demodulated with respect to ẋ1 and low-pass filtered, the result is
proportional to Ω ,

1
2

αa2ω2
0 Ω(t),

where the scale factor, denoted γsf, is defined as the group of terms multiplying Ω ,
that is,

γsf =
1
2

αa2ω2
0 .

Thus, the angular rotation rate is recovered when the demodulated signal is divided
by the scale factor. This definition of scale factor is consistent with what is typically
termed the “sensitivity” of the gyro. The block diagram for this control scheme is
shown in Fig. 8.4, where in the analysis up to this point we have assumed Hs1 =
Hs2 = 1, Hd1 = Hd2 = 1, and ns1 = ns2 = 0.

The motivation for operating the sensor in a tuned state, that is, the condition√
k11/m11 =

√
k22/m22 is satisfied, comes from the analysis of the effect of the

rebalance loop noise, shown as ns2 in Fig. 8.4, on the estimate of the angular rate.
There is also noise associated with the excitation loop pick-off, denoted ns1 , but it
will be shown in Sect. 8.4 that the dominant noise source in the estimated angular
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LPF×

Ω(t)
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−
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ẋ1

ẋ2

×
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H ×
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s2

s1 d1

Hd1

Hd2Hs2
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ns1

ns2

d2

d2

1
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f

Fig. 8.4 Closed-loop vibratory rate sensor operation. The excitation control loop establishes
x1(t) = acos(ω0t) and the force-to-rebalance loop regulates the input to Creb, which is denoted
s2, to zero. The fundamental sensor mechanics are represented by H and the control elements are
denoted Creb and Cexc. The input and output signal conditioning dynamics are blocks labeled Hd1 ,
Hd2 , Hs1 , and Hs2 and, as shown in the schematic of Fig. 8.1, these blocks capture the combined
electromechanical transfer functions of the electrodes and associated electronics. The signals that
can be measured and manipulated are the voltages labeled d1, d2, s1 and s2 (also shown in Fig. 8.1).
The estimated angular rate, denoted Ωest, is determined by demodulating d2 with respect to a phase
adjusted copy of s1 (the phase adjustment is denoted φ ). “LPF” denotes Low Pass Filter

rate of the DRG is associated with the rebalance loop pick-off. If we assume that the
rebalance loop has high gain (�1) in a neighborhood of the excitation frequency
ω0, then the transfer function from ns2 to freb is approximately minus the inverse of
the (2,2) element of H,

−H−1
22 (s) =−m22s2 + c22s+ k22

s
.

Thus, the spectrum of the noise-induced component of freb is

Preb(ω) = |H−1
22 ( jω)|2Pns2

(ω),

where Preb denotes the noise power spectrum of freb, Pns2
denotes the power

spectrum of the pick-off noise ns2 , and ω is within the frequency band for which the
large loop gain assumption holds. The noise spectrum associated with the estimate
of Ω , denoted PΩ , is obtained by dividing the demodulated noise spectrum of Preb

by γ2
sf
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Fig. 8.5 (Left)
∣∣H−1

22

∣∣2 when the modal frequency is 15 kHz and Q = 50 k (representative of the
experimental results for the sensor data in this chapter). Three different excitation frequencies are
considered: ω0 = 14.96 kHz (diamond), ω0 = 14.993 kHz (circle), ω0 = 15 kHz (triangle). (Right)
The “weighting” factor in (8.19) for the noise corrupting the measurement of Ω . It is apparent that
the smallest noise intensity is achieved when ω0 is equal to the modal frequency of the rebalance
loop mode. This corresponds to “tuned” sensor dynamics since ω0 is equal to the modal frequency
of the excitation loop mode

PΩ (δω) =
1

γ2
sf

· 1
2

a2ω2
0 (Preb(ω0 + δω)+Preb(ω0 − δω))

=
1

αγsf

(∣∣H−1
22 ( j(ω0 + δω))

∣∣2 Pns2
(ω0 + δω)

+
∣∣H−1

22 ( j(ω0 − δω))
∣∣2 Pns2

(ω0 − δω)
)
,

where δω in this case is the frequency associated with the demodulated (baseband)
signal. This expression can be simplified when the pick-off noise has a flat spectrum
in a neighborhood of ω0, which we will assume for the remainder of the chapter (this
assumption is justified in Sect. 8.5). In other words, if Pns2

(ω0 − δω) = Pns2
(ω0 +

δω) = Pns2
(ω0), then

PΩ (δω) =
1

αγsf
Pns2

(ω0)
(∣∣H−1

22 ( j(ω0 + δω))
∣∣2 + ∣∣H−1

22 ( j(ω0 − δω))
∣∣2).

The noise is minimized at any δω when ω0 =
√

k22/m22 because the noise
“weighting” factor given by

∣∣H−1
22 ( j(ω0 + δω))

∣∣2
+

∣∣H−1
22 ( j(ω0 − δω))

∣∣2 , (8.19)

is minimized by this choice. The weighting is shown in Fig. 8.5 and since ω0

corresponds to the natural frequency of the excitation channel model, we see that
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the best signal-to-noise ratio is achieved when the excitation channel and rebalance
channel modal frequencies are equal.

The foregoing analysis introduces the basic concepts behind tuned, closed-loop
vibratory angular rate sensors. The remainder of this chapter focuses on test results
and the analysis of the MEMS Disk Resonator Gyro in Fig. 8.1. Section 8.2
introduces a more realistic sensor model that includes cross-coupling terms and
although the cross-coupling can be ignored for the noise analysis it must be included
when attempting to understand the source of the angular rate bias and the associated
“quadrature” signal. This section also introduces a useful procedure for fitting
analytical model parameters to empirical frequency response data. Since a modally
tuned resonator is so important, Sect. 8.3 introduces a method for compensating
for inevitable fabrication errors which produce modal nondegeneracy. The method
relies on electrostatic actuation, which is quite common in MEMS. The model
fitting routine from Sect. 8.2 is crucial in guiding the tuning process and can be
automated.

Section 8.4 discusses the two basic control loops, the excitation loop and force-
to-rebalance loop. Since details of the control architecture have been reported
elsewhere [1], only a brief review is given since the primary focus is the closed-loop
noise in each channel. Experiments show that the rebalance loop noise dominates
the estimated rate noise and hence the effect of the excitation loop noise can be
ignored. Section 8.5 provides a detailed comparison of open-loop versus closed-
loop operation and revisits the tuned versus detuned sensor and culminaties with the
conclusion that open-loop operation can only be practically used when the sensor
is highly detuned and, thus, suffers from a vastly degraded signal-to-noise ratio
compared to the open-loop tuned sensor. The tuned sensor, however, can be used
with feedback to increase its bandwidth and we show how the noise properties of
the closed-loop tuned sensor approach those of the open-loop tuned sensor.

Rate sensors of the quality of the DRG can be used for short-term navigation and
in this case the rate signal is integrated to estimate a change in angle experienced
by the sensor over the interval of integration. The noise that corrupts the rate
measurement has a detrimental effect on the estimate of the angle, and Sect. 8.5.3
reveals that the price of increasing the sensor bandwidth beyond the open-loop
bandwidth of the coriolis-coupled modes is the creation of angle white noise for
short integration times. For longer integration times, however, the uncertainty in the
estimated angle asymptotically approaches the angle random walk characteristic
that is associated with the open-loop tuned sensor. Finally, Sect. 8.6 analyzes the
rate and quadrature bias terms from the perspective of the cross-coupling terms in
the sensor dynamics. It is also shown how perturbation of the phases of two critcal
components in the two loops, whether induced by a change in sensor dynamics,
signal conditioning electronics, or control filters, can have a detrimental effect on
the rate bias by coupling it to the quadrature signal.
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8.2 Vibratory Sensor Model

We now return to (8.1), the most general two-degree-of-freedom linear model of the
DRG. The fact that we can ignore the other modes in the resonator and focus on
a two-degree-of-freedom model is supported by the wideband frequency response
in Fig. 8.6 where it is evident that the coriolis coupled modes of interest near
15 kHz have no interaction with other structural modes. This is a consequence of the
resonator design and electrode layout (the physical location of the forcer and pick-
off electrodes renders many structural modes unobservable and/or uncontrollable).
The deep notches are due to parasitic coupling between the forcer and pick-off
voltages and can be easily estimated and removed from the frequency response data
prior to fitting model parameters.

The frequency response of (8.1), assuming velocity measurements, is denoted H
and is given by

H( jω) = jω
(−ω2M+K+ jωC

)−1
,
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Fig. 8.6 Wideband frequency response of the DRG in Fig. 8.1. The coriolis coupled modes that
are exploited for angular rate sensing are a pair near 15 kHz (the two modes cannot be distinguished
on this scale). The modes are sufficiently far in frequency from other structural modes so that they
can be modeled with the two degree-of-freedom (8.1). Trends in the data that are not supported by
this model (like parasitic coupling between d1,d2 and s1, s2) can be removed prior to estimating
model parameters
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where ω is the input frequency and where the angular rotation rate Ω is assumed to
be zero. From the point of view of the electrostatic forces and capacitive pickoffs,
the sensor is a two-input/two-output system and so it is useful to label the channels
accordingly,

H =

[
H11 H12

H21 H22

]
,

where H11 represents the scalar transfer function ẋ1/ fexc, H12 represents the scalar
transfer function ẋ1/ freb, etc. A complete sensor model, however, includes signal
conditioning dynamics as shown in Fig. 8.4. For example, the potentials applied to
the forcer electrodes are provided by buffer electronics in the blocks labeled Hd1 and
Hd2 in Fig. 8.4. These input dynamics contain smoothing filters and are AC-coupled.
The inputs to these buffers are voltages, denoted d1 and d2, from the test equipment
and the outputs are the electrostatic forces, fexc and freb, applied to the resonator.
Similarly, the motion of the resonator is converted into voltages, denoted s1 and s2,
by the sensor’s output buffers. The output buffer dynamics are denoted Hs1 and Hs2 .
Thus, the (measured) transfer function from [d1, d2]

T to [s1, s2]
T, denoted the gyro

transfer function Hg, is given by

Hg :=

[
Hs1 0
0 Hs2

][
H11 H12

H21 H22

][
Hd1 0
0 Hd2

]
. (8.20)

In most cases, on the one hand the input signal conditioning dynamics are
closely matched to each other so it is reasonable to assume Hd1 = Hd2 . On the
other hand, the output signal conditioning dynamics’ gains are optimized for the
test and control equipment, especially to avoid excessive quantization noise if
the controller is implemented with a DSP. Furthermore, in order to maximize the
signal-to-noise ratio (SNR) of s2 , the feedback resistance R2 associated with the
transresistance buffer circuit in Fig. 8.1 should be made as large as possible because
the Johnson noise increases in proportion to

√
R2, whereas the signal gain increases

in proportion to R2 (in other words, every fourfold increase in R2 yields a doubling
of the SNR). On the other hand, the amplitude of the sinusoidal excitation measured
by s1 will always be close to the power supply rails but in this case the gain of the s1

transresistance op-amp, which is determined by R1, will be much smaller (an order
of magnitude or more) than R2 because it is desirable to have the physical response
of the resonator in the excitation channel be as large a practical since this increases
the scale factor of the sensor.

The empirical frequency response in the neighborhood of the coriolis-coupled
modes in a DRG with matched output buffer gains is shown in Fig. 8.7. This figure
reveals that the two modes have a significant frequency split which, aside from
producing a vastly reduced SNR ratio as shown in the Introduction, also have a high
degree of cross-channel coupling which would lead to saturation of the higher gain
s2 channel by the d1 driver. A systematic process for “tuning” these two modes to
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Fig. 8.7 The empirical frequency responses of the four sensor channels {s1/d1, s1/d2, s2/d1,
s2/d2} are shown as the individual points. The magnitude and phase of the identified model
(Sect. 8.2.1) are plotted with solid and dashed lines, respectively. The input and output units are
in volts

near degeneracy is the subject of Sect. 8.3. The frequency response data is obtained
by driving a single input channel with a narrow-band periodic chirp, recording
the s1 and s2 response data and then switching input channels and repeating the
data collection. This yields the two-input/two-output empirical frequency responses
shown in Fig. 8.7.

8.2.1 Fitting a Model to Frequency Response Data

As a prelude to the frequency tuning method presented in Sect. 8.3 we introduce
an analytical model fitting procedure to determine mass, stiffness, and damping
matrices from the two-input/two-output frequency response data.

The data shown in Fig. 8.7 represents Hg in (8.20) and provides a complete
description of the open-loop dynamics of the sensor, including the electronic buffer
dynamics as well as the resonator dynamics. It is desirable to fit a model to this data
in order to estimate the mass, stiffness, and damping properties of the resonator.
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Unfortunately, (8.20) is overparameterized from the perspective of the frequency
response data since the electrical voltage-to-force conversion constants associated
with the forcers, and the velocity-to-voltage conversion constants associated with
the pickoff electrodes, are not uniquely identifiable from the input–output data.
Although it is possible to numerically estimate these constants from the resonator
and electrode geometry, it will be evident from the frequency tuning study of
Sect. 8.3 that the sensor dynamics can be successfully tuned without knowledge
of the conversion constants. One property that can be exploited is the fact that
the input dynamics are usually closely matched, that is Hd1 = Hd2 , so that their
contribution can be conveniently combined with the output dynamics. Furthermore,
given the narrow frequency range of interest, the signal conditioning dynamics can
be represented by the first few terms of a power series. Incorporating these ideas,
the following model, instead of (8.20), will be fit to the experimental data

R(s)Z−1(s), (8.21)

where s is the Laplace transform variable and where

Z(s) := M0s2 +C0s+K0.

The notation Z is used to represent the impedence of the sensor. As in (8.1),
M0, C0, and K0 represent 2 × 2, positive definite mass, damping and stiffness
matrices, respectively; however, it is to be recognized that these matrices are only
proportional to their counterparts in (8.1) and so the subscript is employed to
mark this distinction. The signal conditioning dynamics are represented by R. In
order to obtain the model parameters, it is assumed that there are a total of m,
2× 2, complex-valued frequency response data points denoted {ψ1,ψ2, . . . ,ψm},
ψq ∈ C

2×2, corresponding to the frequencies {ω1,ω2, . . . ,ωm}. The minimax
optimization problem (see [7]) for estimating the parameters of (8.21) is

min
M0>I,C0>0,K0>0

Rl∈C2×2, l=0,1,...,nR

max
q=1,...,m

σ̄
(
R̃q −ψqZ( jωq)

)
, (8.22)

where

R̃q :=
nR

∑
l=0

Rlω l
q,

and where evaluating Z at the qth frequency point yields

Z( jωq) :=−M0ω2
q +K0 + jC0ωq.

The maximum singular value is denoted σ̄ . The constraint M0 > I in (8.22) is
imposed rather than the typical M0 > 0 because in the latter case all of the free
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parameters may be scaled by nonzero constant so as to make the cost arbitrarily
small without actually changing the model frequency response. Also, note that R̃ is
a degree nR polynomial function of frequency with coefficients in C2×2. In fact, R̃
can be viewed as the first few terms of the power series expansion of the frequency
response function of the signal conditioning dynamics; however, it also captures
sensor-actuator non-colocation effects since R̃ is not constrained to be diagonal.

The model parameters are obtained by recasting (8.22) as the following general-
ized eigenvalue problem

min: γ

subject to: Jq > 0, q = 1, . . . ,mk

M0 > I,C0 > 0, K0 > 0

Rl ∈ C
2×2, l = 0, . . . ,nR. (8.23)

where

Jq :=

[
γI

(
R̃q −ψqZ( jωq)

)∗
R̃q −ψqZ( jωq) γI

]
.

It could be claimed that a more natural formulation of the problem would suggest
replacing the objective of (8.22) with

σ̄
(
R̃qZ−1( jωq)−ψq

)
, (8.24)

because this minimizes the largest frequency response error of (8.21). This formu-
lation, however, places too much emphasis on reducing the modeling error at those
frequencies and “directions”, where σ̄(ψ) is relatively large and thereby produces
poor fits elsewhere. The frequency response magnitude presented in Fig. 8.7 spans
almost three orders of magnitude in a very narrow frequency band – our tests have
shown that the objective in (8.22) provides superior matching between the identified
model frequency response and empirical data. The frequency response of the model
fit to the data in Fig. 8.7 is also shown in this figure.

8.3 Modal Frequency Tuning via Electrostatic Biasing

The model fitting algorithm can be adapted to provide a systematic approach
to finding the bias voltages that reduce the modal frequency split to such a
degree that the benefits of “tuned” operation are realized. It will be evident that
this tuning approach lends itself to automation and requires only a handful of
frequency response experiments to determine the final bias voltages. Since the
effect of electrostatic biases on the sensor’s total stiffness matrix is quadratic, the
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model can be expanded to include these terms. By perturbing the bias voltages
from nominal values and measuring the subsequent frequency response, these
“electrostatic stiffness” matrices can be identified along with the original mass,
mechanical stiffness, and damping matrices. With these parameters in hand, it is
a simple calculation to determine the bias voltages that render equal the generalized
eigenvalues of the mass and total stiffness matrix, thus, so as far as the identified
model is concerned, the sensor’s modal frequencies have been tuned. Additional
iterations are possible if the bias voltages in the previous step do not sufficiently
reduce the difference between the two modal frequencies.

8.3.1 Modified 2: DOF Model with Electrical “Stiffness”
Matrices

For sensors employing electrostatic tuning with dedicated electrodes, (8.1) can be
updated to include the dependence of the sensor dynamics on the bias electrodes’
voltages to

M0ẍ+C0ẋ+

(
K0 +

ne

∑
p=1

Kp(νres −νp)
2

)
x = f, (8.25)

where the stiffness term is explicitly decomposed into the sum of a positive
definite mechanical stiffness matrix, denoted K0, and ne negative semidefinite
electrostatic stiffness matrices, denoted Kp, p = 1, . . . ,ne, that are associated with
the corresponding bias electrodes’ potentials, denoted νp, p = 1, . . . ,ne, where all
the bias voltages are defined relative to the sensor’s electronic ground. The sensor
resonator is held at the constant potential νres. The quadratic appearance of the bias
potentials and the fact that Kp ≤ 0 are due to the fact that the electrostatic force
between two plates is an attractive force proportional to the square of the potential
difference between the plates. Linearization about nominal plate positions shows
that the electrostatics introduces a spring softening effect to the mechanical stiffness.
To illustrate the effect of the bias potentials on the sensor dynamics, two – input/two
– output empirical frequency response magnitude plots of a DRG at different bias
potentials are plotted in Fig. 8.8. The sensor dynamics are quite sensitive to changes
in bias potentials by not only shifting the resonant frequencies but also altering
the frequency split between the two modes. In general, multiple bias electrodes
are necessary to tune the modes to degeneracy. Searching the set of tuning bias
potentials, however, is challenging, especially, when there exists a strong coupling
between the two modes and the bias potentials (e.g., changing a single bias potential
perturbs both modes as clearly shown in Fig. 8.8) and the modal sensitivity to bias
potentials indeed varies from sensor to sensor. Thus, a tuning approach must be
guided by an accurate estimation of the sensor dynamics from experimental data and
a systematic method for tuning the dynamics of electrostatically actuated vibratory
gyros is introduced in the following section.
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Fig. 8.8 Circles, X’s, and triangles are empirical frequency response data generated at (ν1,ν2) =
(0,0), (–15,0), and (–15,–15), respectively, when the DRG’s resonator is biased at 15 V. The solid
lines are the frequency response of the single model that is fit to the three two-input/two-output
data sets (of which only the s1/d1 channel is shown here for clarity)

8.3.2 Electrostatic Tuning Algorithm and Experimental Results

The main idea of the systematic electrostatic tuning algorithm is to directly
compute the tuning bias potentials by analyzing the parameters (or their scaled
analogs as noted in Sect. 8.2.1) of (8.25) estimated from experimental data. In
particular, the individual contributions of the mechanical and electrostatic stiffness
matrices to the sensor dynamics can be accurately captured by fitting a single,
comprehensive model to multiple empirical frequency response data generated at
different bias potentials. From the additive nature of the mechanical and electrostatic
stiffness matrices, it is clear that the necessary and sufficient condition for uniquely
identifying K0,K1, . . . ,Kne can be stated as

rank

⎡
⎢⎢⎢⎢⎣

1 (νres −ν1,1)
2 (νres −ν2,1)

2 . . . (νres −νne,1)
2

1 (νres −ν1,2)
2 (νres −ν2,2)

2 . . . (νres −νne,2)
2

...
...

...
...

...

1 (νres −ν1,nexp)
2 (νres −ν2,nexp)

2 . . . (νres −νne,nexp)
2

⎤
⎥⎥⎥⎥⎦= ne +1, (8.26)
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where the first element of each row is fixed to “1” to represents the fictious
potential associate with the mechanical stiffness matrix K0. A second subscript
has been added to the bias potentials to denote the experiment with which they
are associated. For example, ν2,3 represents the the potential applied to the second
electrode during the third experiment. In all, we assume there were a total of
nexp experiments that were conducted with fixed voltages on the bias electrodes.
In order for the rank condition to be satisfied, at least ne + 1 frequency response
experiments must be conducted, that is, a necessary condition for the identification
of the electrostatic stiffness matrices is nexp ≥ ne +1. Furthermore, we assume that
the kth experiment yields mk frequency response data points {ψ1,k,ψ2,k, . . . ,ψmk ,k},
ψq,k ∈ C2×2, corresponding to the frequencies {ω1,k,ω2,k, . . . ,ωmk ,k}.

By incorporating the decomposed stiffness matrices into (8.22), the minimax
optimization problem for estimating the model parameters can be stated as

min
M0>I,C0>0

Kp≤0,p=1,...,ne
K0+∑Kp(νres−νp,k)

2>0

Rl∈C2×2,l=0,1,...,nR

max
k=1,...,nexp
q=1,...,mk

σ(R̃q,k −ψq,kZ(ωq,k)), (8.27)

where evaluating R̃ and Z at qth frequency point associated with the kth experiment
produces

R̃q,k :=
nR

∑
l=0

Rlω l
q,k,

and

Z( jωq,k) =−M0ω2
q,k +K0 +

ne

∑
p=1

Kp(νres −νp,k)
2 + jC0ωq,k.

The generalized eigenvalue problem for estimating parameters is then

minimize: γ
subject to: Jq,k > 0, k = 1, . . . ,nexp, q = 1, . . . ,mk,

M0 > I,C0 > 0,K0 +∑Kp(νres −νp,k)
2 > 0,

Kp ≤ 0, p = 1, . . . ,ne,

Rl ∈ C2×2, l = 0, . . . ,nR

(8.28)

where

Jq,k :=

[
γI (R̃q,k −ψq,kZ(ωq,k))

∗

R̃q,k −ψq,kZ(ωq,k) γI

]

and ψq,k is the qth frequency response at frequency ωq,k from the kth experiment.
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Once the model parameters are obtained, the tuning bias potentials can be
computed in one step by selecting νp so that the generalized eigenvalues of

ω2M0 −
(

K0 +
ne

∑
p=1

Kp(νres −νp)
2
)

(8.29)

are equal, that is, the modal frequencies are tuned. Although the identified model is
tuned, a frequency response experiment with the predicted tuning bias potentials is
prudent in order to verify that the modal frequency split is less than some acceptable
criteria. The process can be repeated at the new bias potentials if necessary. Most
DRGs can be tuned with ne = 2 (two tuning electrodes are used), however, the tuned
frequency cannot be specified. Additional degrees of freedom in which ne ≥ 3 makes
it possible to satisfy ancillary criteria such as tuning to a specific target frequency
or tuning with the smallest maximum bias potentials. This algorithm has been
succesfully applied to several MEMS gyro technologies that employ electrostatic
tuning including the JPL – Boeing Microgyro[7] and the JPL – Boeing Post-
resonator Gyro.

In the remainder of this section, the tuning algorithm is applied to the Boeing
DRG. With ne = 2, the DRG requires at least three frequency response experiments
that satisfy the rank condition (8.26). The following sets of bias potentials (specified
in volts) are used to generate the plots in Fig. 8.8,

(ν1,1,ν2,1) = (0,0),

(ν1,2,ν2,2) = (−15,0),

(ν1,3,ν2,3) = (−15,−15). (8.30)

The rank condition (8.26) is satisfied with these bias potentials. Specifying nR = 1,
the model parameters {M0,C0,K0,K1,K2,R0,R1} are identified using the three data
sets with each data set spanning 15,010 Hz to 15,040 Hz with 0.1 Hz resolution.
Figure 8.8 also shows the frequency responses of the identified model evaluated
at the bias potentials (8.30), which confirms that the identified model fits the em-
pirical frequency response data extremely well. Solving the following generalized
eigenvalue problem yields the bias potentials that tune the modes to degeneracy

min: γ

subject to:

[
γI P∗

P γI

]
≥ 0,

λ ≥ 0,

(νres −νp)
2 ≥ 0, p = 1,2, (8.31)
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Fig. 8.9 Empirical frequency response (the data points are shown as individual points) of the four
sensor channels s1/d1, s2/d2, etc, with the applied bias voltages that were computed to tune the
modes to degeneracy. The frequency response of the identified model (solid line) evaluated at the
same biases is also shown

where

P := λ M0 −
(

K0 +
2

∑
p=1

Kp(νres −νp)
2

)
.

This can be efficiently solved by treating (νres−νp)
2, p= 1,2, as decision variables,

that, once computed, yield νp since νres is known. The predicted tuning bias
potentials from (8.31) for the present example yields (ν1,ν2) = (−16.71,−14.53),
and 15,021.6 Hz is predicted as a tuned frequency. In order to verify the tuning,
the predicted bias potentials are applied to the sensor and its empirical frequency
response magnitude is plotted in Fig. 8.9. Only a single peak is evident in
each channel and, furthermore, the responses of the off – diagonal channels are
significantly reduced which is also expected from the model. A new model fit to
the data indicates that the sensor is tuned within 100 mHz. The benefits of the tuned
modal frequencies to the sensor performance will be quite evident from the analysis
presented in Sect. 8.5.
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8.4 Closed-Loop Control Architecture

The Introduction motivated the two control loops that are more or less required
components of a vibratory rate sensor: the excitation loop, which drives a resonance
in the sensor to a stable amplitude, and the force-to-rebalance loop, which regulates
its input (the s2 signal Figs. 8.1 and 8.4) to zero. The excitation loop is always
present in vibratory rate sensors since it provides the AC waveform onto which
Ω , the angular rate, is modulated as the sensor is rotated. The force-to-rebalance
loop, however, is only required when the sensor bandwidth exceeds the intrinsic
bandwidth of the coriolis-coupled resonances (the inverse of the decay time-constant
of the resonances). When the desired sensor bandwidth does exceed the resonance
bandwidth, one common approach for achieving the desired bandwidth is to detune
the modal frequencies by approximately an amount equal to the bandwidth [12]. We
show in Sect. 8.5, however, that this approach always leads to an inferior signal-to-
noise ratio when compared to increasing the bandwidth of the tuned resonator via
feedback.

The starting point for the controller synthesis is the open-loop, tuned, and
decoupled DRG dynamics shown in Fig. 8.9. The excitation and force-to-rebalance
controller designs can be carried out independently because the off-diagonal
frequency response magnitudes are typically at least 30 dB lower than the diagonal
channels. The force-to-rebalance loop, or simply “rebalance loop,” is considered
first. The primary objective of the rebalance loop is to “equalize” the response of
the x2 degree of freedom (refer to Fig. 8.4) to an applied sinusoidal angular rate
of constant amplitude but of variable frequency over the desired bandwidth of the
sensor. In other words, if the angular rate of the DRG case is given by Ω(t) =
aΩ sin(ωΩ t), where aΩ and ωΩ are the amplitude and frequency, respectively, and
where ωΩ is constrained to a value within the desired sensor bandwidth, then it
is necessary that the amplitude of x2 in response to Ω vary in an amount that is
consistent with this bandwidth (assuming aΩ is fixed). The details of the analysis
as to why this condition must be satisfied are postponed until Sect. 8.5; however,
it is motivated by the desire to have a fixed sensor scale factor that is essentially
independent of ωΩ in the desired bandwidth. At issue is the rapid change in
magnitude of H22 in a neighborhood of the operating frequency so a controller which
“damps” the magnitude is desired and is achieved by implementing a controller
that emulates velocity-to-force feedback on the H22 channel as shown in Fig. 8.10.
This figure shows the loop gain, L, composed of H22, the controller and the analog
signal conditioning electronics, that is, L = Hs2H22Hd2Creb. The resonator quality
factor is 40 K in this example, which translates to an open-loop bandwidth of
approximately 0.19 Hz, which is too small to be useful in most applications. The
closed-loop sensor, however, exhibits a much smaller time constant as evident from
the complementary sensitivity function in Fig. 8.10. The complementary sensitivity
function, L/(1− L), is the transfer function from the rate induced disturbance to
the Creb controller output freb in Fig. 8.4. Note that any sinusoidal input rate Ω
with frequency up to 30 Hz falls within the frequency band where the variation of
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Fig. 8.10 The loop gain L = Hs2 H22Hd2Creb of the force-to-rebalance loop and its complementary
sensitivity function L/(1−L). The controller phase is adjusted to dampen the mode. The closed-
loop bandwidth, denoted ωclp, is determined by the offset of the −3 dB frequency from the modal
frequency and is about 30 Hz in this example

the closed-loop magnitude is less than 3 dB, which is the traditional definition of
bandwidth. Thus, the closed-loop bandwidth is 150 times larger than the open-loop
case – this opens up a host of vehicle navigation applications that would not be
possible without feedback. A discussion of the impact of the pick-off noise ns2 in
the closed-loop sensor is postponed until Sect. 8.5.

The rebalance loop controller must not excite other structural modes in the
resonator because this can cause saturation of the analog electronics – a condition
which would render the DRG useless. If these “spurious” modes are sufficiently
far from the modes of interest, however, then a bandpass filter may be adequate
to reduce the loop gain magnitude at the spurious modes to a level where their
excitation is not possible. An example is shown in Fig. 8.11 which shows the
wideband measurement of the loop gain of the rebalance loop. Another benefit of
the rebalance loop feedback is to increase the linearity of the sensor’s response to
angular rate inputs of varying amplitudes. Although the linear model of the sensor
mechanics is indispensable for tuning and noise analysis, the DRGs do exhibit
amplitude dependent nonlinearities due to electrostatic forces and nonlinear spring
rates that give rise to Duffing-type oscillators. The rebalance loop feedback regulates
the response of the H22 mode to a much smaller range of amplitudes where these
nonlinearities are not as significant; however, this puts a greater linearity burden on
the forcing electronics which is usually a desirable trade-off.
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Fig. 8.11 Wideband frequency response of the rebalance loop gain. The mode of interest is near
15 kHz (same mode shown in Fig. 8.10) and is effectively isolated with a bandpass filter such that
the higher frequency modes cannot be excited by feedack. Lightly damped modes that are closer
to the mode of interest may require phase compensation

The synthesis of the excitation controller is now addressed. The excitation loop
is necessary to drive the mode in the H11 channel to a constant amplitude. As
demonstrated in Sect. 8.1, the ẋ1 response provides the carrier signal onto which
the angular rate input Ω is modulated, thus, a very stable amplitude is desired since
any change in amplitude is reflected as a change in scale factor. Furthermore, the
resonator modal frequencies will drift with time due to the fact that the elastic
modulus is temperature dependent, so it is necessary for the excitation loop to track
the changing modal frequency. One method for achieving these objectives is to use a
phase-locked-loop (PLL). The PLL enjoys the frequency tracking property as well
as imparting infinite loop gain to both the excitation and rebalance loops at the
operating frequency; however, the main disadvantage of the PLL is the requirement
of a low phase noise voltage controlled oscillator. Section 8.5 demonstrates that
angular rate noise spectra are of interest for frequencies well below 0.1 Hz, which
is within the bandwidth of the modal resonance, thus, any noise associated with
the PLL oscillator will be passed to the resonator response, that is it will not be
filtered. A detailed PLL analysis in the context of vibratory rate sensors is beyond
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Fig. 8.12 Sensor excitation loop based on automatic gain control. The filter Cph adjusts the phase
of the feedback signal to achieve the same phase character as the rebalance loop in Fig. 8.10.
Although the phase remains fixed, the amplitude of the feedback signal is modulated by the
adjustable gain that is the output of the PI controller. The input to the PI compensation is the
amplitude error

the scope of this chapter, especially since we employ an alternative excitation
scheme called automatic gain control or “AGC.” The basic AGC loop is shown
in Fig. 8.12 and is essentially damping feedback around an oscillator in which
the damping constant (including its polarity) depends on the amplitude error in
the oscillator’s response. For example, if the oscillator amplitude is smaller than
desired, then the AGC sets the damping constant so as to destabilize the oscillator,
thereby causing its amplitude to increase. Conversely, if the oscillator amplitude is
too large, damping is added to the oscillator to decrease its response amplitude. In
steady state operation at the desired amplitude, the AGC adds enough energy to the
oscillator to counteract its intrinsic dissipation. The disturbance caused by non-zero
Ω is not shown in this figure, however, the large rebalance loop loop gain suppresses
this disturbance because ẋ2 is regulated to be several orders of magnitude smaller
then ẋ1. The amplitude stability of this scheme as applied to a DRG is shown in
Fig. 8.13 and reveals extremely good regulation of the excitation amplitude. The
detailed analysis of this loop may be found in several references and so it will not
be repeated here [8].

Noise analysis of the angular rate estimate is conducted in Sect. 8.5, where it is
assumed that the noise of the excitation loop pick-off can be safely ignored so that
only the pick-off noise associated with the rebalance loop need be considered. This
assumption can be justified from the analysis of the closed-loop noise spectra but it
will not be presented.
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Fig. 8.13 Amplitude stability of s1 determined by normalizing the spectrum of the amplitude of s1
(expressed in V/rt-Hz) by the mean value of s1 (expressed in volts). The main contribution of the
amplitude noise is the ns1 pick-off noise. This measurement demonstrates that a properly designed
and implemented AGC can hold a very stable amplitude since −110 dB/rt-Hz corresponds to
3 ppm/rt-Hz so the variation is less than 17 ppm over the 30 Hz bandwidth

8.5 Noise Analysis

The angular rate of rotation of the DRG is estimated by demodulating the rebalance
loop controller output, d2, with respect to a phase-shifted copy of s1 (refer to
Fig. 8.4). Due to the stability of s1 sinusoid, however, the largest noise contribution
in the demodulated signal is the noise in the rebalance loop channel which can
be produced by a variety of sources including DAC quantization noise if Creb is
implemented with a DSP, mechanical–thermal noise of the resonator, and electronic
noise associated with the analog buffer electronics. In the DRG, the dominant noise
source in the rebalance loop is the electrical noise associated with the rebalance loop
pick-off. This noise is produced by the Johnson noise [5] of the feedback resistor
in the transresistance buffers in Fig. 8.1. The Johnson noise can be modeled as the
additive noise term ns2 in Fig. 8.4 with a flat spectral density given by

√
4kBT R [V/rt-Hz],

where kB is Boltzmann’s contstant, T is the resistor temperature in Kelvin, and R is
the value of the resistor in ohms.
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8.5.1 Open-Loop Sense Channel

Before embarking on an analysis of the ns2 pick-off noise on the angular rate
estimate, it is useful to have analyzed the case in which Creb = 0, that is, the
rebalance loop is left “open” and the s2 signal (plus noise) is demodulated with
respect to s1. This is referred to as an “open-loop sense channel,” and its analysis
provides a baseline with which to contrast the case when Creb = 0, that is “closed-
loop sense channel.” Coupling to

the AGC channel is ignored since this typically gives rise to longer-term trends
in the rate bias that are not associated with the electrical pick-off noise and that can
be treated separately. The open-loop, untuned, sensor dynamics, including signal
conditioning, are shown in Fig. 8.7 and denoted Hg (see (8.20)). We will consider
the open-loop scenarios in which the two modal frequencies are tuned as well as
detuned. In all cases, however, it will be assumed that there is very little cross-
coupling between the channels. Cross-coupling is defined by the peak gain in the
off-diagonal channels and as can be seen in Fig. 8.7 there is a high degree of
cross-channel coupling in the sensors untuned “native” state. The coupling can
be vastly reduced, however, by tuning the sensor modes as shown in Fig. 8.9, or,
alternatively, by applying a coordinate change such that the new sensor transfer
function is given by OT HgO, where O is an orthonormal matrix. This process is
equivalent to creating “virtual” forcers and pick-offs from the electrical input–output
signals such that new, virtual electrodes are largely aligned with the anti-nodes of
each mode. The decoupling is necessary to reduce bias terms, which can saturate
the signal conditioning electronics, especially in the sense channel. Discussion of
these bias terms is deferred until Sect. 8.6 and our standing assumption is that the
AGC channel and sense channel are decoupled to first order. An example of the
transformation-based decoupling is shown in Fig. 8.14, where O is computed from
the eigenvectors of the stiffness matrix that is fit to the frequency response data in
Fig. 8.7. It is evident that the cross-channel coupling is reduced by two orders of
magnitude even though the sensor modes remain detuned.

Noise analysis of the AGC and sense channels can proceed independently
because of the decoupled sensor dynamics. When we are forced to confront the
fact that there exists finite coupling in Sect. 8.6, a perturbation treatment is quite
sufficient to capture its influence on the zero rate bias and quadrature signals. It will
also become evident that the key concept is not whether the coriolis-coupled modes
are tuned, but whether the excitation frequency, which is denoted ω0, coincides
with the modal frequency of the mode that is used for sensing the angular rate.
In MEM gyros, it is often necessary that the excitation frequency be chosen as
a modal frequency since it is necessary to achieve a reasonable forced amplitude
and, thus, if the excitation frequency coincides with the “sense” mode’s modal
frequency, this naturally leads to the design of axisymmetric resonators wherein
modal degeneracy, if not achieved in practice, is at least the goal. Furthermore, there
are additional advantages to operating the excitation loop at a modal frequency: the
steep phase curve in a neighborhood of the resonance provides high sensitivity if a
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Fig. 8.14 Decoupled sensor dynamics obtained by creating “virtual” pick-offs and forces with an
orthonormal transformation at the input and output of the sensor. The modes are decoupled even
though they remain detuned. This configuration permits analysis of angular rate noise when the
rebalance loop is open

PLL approach is used, or in the case of the AGC, the operating frequency is more
robust to phase perturbations introduced by the electronics.

The sense channel dynamics under the assumption of no coupling, that is,
Fig. 8.14, may be modeled as

m22ẍ2 + c22ẋ2 −αΩ ẋ1 + k22x2 = freb, (8.32)

where m22, c22, and k22 are the effective mass, damping, and stiffness parameters
associated with the sense channel mode (the sign change on the α term is for
convenience and does not change the conclusions of the analysis). The undamped
natural frequency of this resonator is denoted ωn,

ωn :=

√
k22

m22
. (8.33)

The electrostatic force is produced by Hd2 in Fig. 8.4, however, we can assume
that the dynamic element Hd2 can be replaced by a fixed gain, Kd2 , that represents the
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voltage-to-force conversion that takes place at the sensor input, that is freb = Kd2d2,
where d2 is the input voltage to Hd2 . Similarly, the sense pick-off signal conditioning
provides a voltage that is proportional to the resonator velocity at various points in
the structure. Thus, the measured voltage is s2 := Ks2 ẋ2 +ns2 where Ks2 represents
the velocity-to-voltage conversion produced by Hs2 and ns2 is the associated pick-
off noise. Thus, this model for the measurement does not include output signal
conditioning dynamics other than the conversion constant, and the only effect
of nonzero phase associated with Hs2 is to produce a constant offset from the
phase predicted by (8.32). This phase offset does not affect the noise analysis
to follow and so the input-output signal conditioning dynamics are not explicitly
modeled other than by lumping their effects into the constant gains Kd2 and Ks2 .
Rearranging (8.32) to

ẍ2 + 2σ ẋ2+(σ2 +ω2
d )︸ ︷︷ ︸

ω2
n

x2 =
α

m22
Ω ẋ1 +

Kd2

m22
d2, (8.34)

where σ = c22/(2m22) and ωd are defined such that σ2 +ω2
d = k22/m22 shows that

the applied input rate may be treated as a disturbance located at the sensor input,
which produces a force proportional to the input rate. The coriolis force is summed
with the electrostatic force to produce the net force on the x2 degree of freedom.
The open-loop analysis requires d2 = 0, however, in the closed-loop analysis d2 is
specified by a controller that seeks to cancel the coriolis force disturbance.

The transfer function Hg,22 is defined from the applied forcer voltage d2 to
measurement voltage s2 (transfer functions from signal u to signal v will often be
denoted “v/u”),

s2/d2 = Hg,22(s) :=
Ks2Kd2

m22

s

s2 + 2σs+σ2+ω2
d

. (8.35)

The parameters Ks2 and Kd2 are not measured, although they may be analytically
estimated by computing the capacitance of the electrode-resonator gap and its
associated signal conditioning circuits. Similarly, m22 is not measured directly but
may be estimated from finite element analysis of the resonator. Thus, the parameters
which may be fit to the frequency response data are ωd , σ and a gain representing
Ks2Kd2/m22. Note that the transfer function from the aggregate signal Ω ẋ1 to s2 is

s2/(Ω ẋ1) =
α

Kd2

Hg,22. (8.36)

The fact that (8.36) is a scaled version of Hg,22 will be of use in the analysis
to follow. It is possible to identify (8.36), though, but it requires subjecting the
sensor to an angular rate input. For example, suppose x1 is driven to a constant
amplitude sinusoid at frequency ω0 (the excitation frequency as defined above) and
a constant rate Ω(t) = Ω0 is subsequently applied, then the steady-state response
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of s2 calibrates (8.36) at s = jω0 and so the ratio α/Kd2 is determined because
Hg,22( jω0) is known from the frequency response measurement of s2/d2.

The noise analysis in the open-loop case is now derived. It is assumed that
the excitation loop establishes a constant amplitude response of the x1 degree of
freedom at frequency ω0, that is, x1(t) = acos(ω0t). In order to be consistent
with the sensing scheme of the DRG, the measurement of s2 in response to an
applied input rate means that we compute the zero state response of ẋ2 to an
abruptly applied sinusoidal input rate Ω(t) = aΩ cos(ωΩ t), t ≥ 0, which is given
as follows

ẋ2(t) =−αaaΩ ω0

2m22

[
λ Dr( jλ )cos(λ t)−λ Di( jλ )sin(λ t)

+ λ̃Dr( jλ̃ )cos(λ̃ t)− λ̃Di( jλ̃ )sin(λ̃ t)

−
(

σ
(

F(λ )+F(λ̃ )
)
+ωd

(
G(λ )+G(λ̃)

))
︸ ︷︷ ︸

A :=

e−σt sin(ωdt)

+
(

ωd

(
F(λ )+F(λ̃ )

)
−σ

(
G(λ )+G(λ̃)

))
︸ ︷︷ ︸

B:=

e−σt cos(ωdt)

]
,

where λ = ω0 +ωΩ , λ̃ = ω0 −ωΩ , Dr(s) and Di(s) are the real and imaginary
parts, respectively, of D(s) := 1/(s2 + 2σs+σ2 +ω2

d ), s ∈ C, and F(λ ) and G(λ )
are defined as

F(λ ) =
1

ωd
(−σDi( jλ )−λ Dr( jλ )) ,

G(λ ) =−Di( jλ ),

similarly for F(λ̃ ) and G(λ̃ ), and where A and B are defined as shown. The
measured signal in response to the applied rate is

s2(t) = Ks2 ẋ2(t)+ ns2(t),

where ns2 is the pick-off noise associated with the signal conditioning electronics.
The measured excitation signal is

s1(t) = Ks1 ẋ1(t)

=−Ks1aω0 sin(ω0t) ,

Not for resale



8 Dissecting Tuned MEMS Vibratory Gyros 243

××

phase shift

Ω

Hg,22
·a

s1

d2

s2 s2

ns2

s1,φẋ11
Ks1

Kd2

Fig. 8.15 Open-loop operation demodulates the sense pick-off signal s2 with respect to a phase
shifted version of s1. The phase shift φ is chosen to maximize (8.38)

where Ks1 is defined in a similar spirit to Ks2 . The pick-off noise, ns1 , asso-
ciated with the measurement electronics can be ignored. The angular rate is
estimated by demodulating s2 with respect to a phase shifted copy of s1, denoted
s1,φ ,

s1,φ (t) =−Ks1aω0 sin(ω0t +φ) ,

where φ represents the phase shift. Figure 8.15 shows a block diagram. The
phase shift is chosen to maximize the response of the demodulated signal in
response to a constant rate input as will be shown below. The product of s1,φ and
s2 is

s1,φ (t)s2(t) = Ks1Ks2

αa2aΩ ω2
0

4m22

×
[

λ Dr( jλ )
(
sin((2ω0 +ωΩ )t +φ)− sin(ωΩ t −φ)

)

−λ Di( jλ )
(
cos(ωΩ t −φ)− cos((2ω0 +ωΩ )t +φ)

)

+ λ̃Dr( jλ̃ )
(
sin((2ω0 −ωΩ )t +φ)+ sin(ωΩ t +φ)

)

− λ̃Di( jλ̃ )
(
cos(ωΩ t +φ)− cos((2ω0 −ωΩ )t +φ)

)

−A e−σt(cos((ωd −ω0)t −φ)− cos((ωd +ω0)t +φ)
)

+Be−σt(sin((ωd +ω0)t +φ)− sin((ωd −ω0)t −φ)
)]

−Ks1aω0ns2(t)sin(ω0t +φ).

This signal is filtered to remove components with frequency near, and above, ω0,
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LPF(s1,φ (t)s2(t))

=−Ks1Ks2

αa2aΩ ω2
0

4m22

[
λ Dr( jλ )sin (ωΩ t −φ)+λ Di( jλ )cos(ωΩ t −φ)

− λ̃Dr( jλ̃ )sin(ωΩ t +φ)+ λ̃Di( jλ̃ )cos(ωΩ t +φ)

+A e−σt cos((ωd −ω0)t −φ)+Be−σt sin((ωd −ω0)t −φ)
]

−LPF
(
(Ks1 aω0ns2(t)sin(ω0t +φ)

)
,

(8.37)
where the designation “LPF(·)” indicates low, pass filtering of the argument.
We assume that the power spectrum of ns2 is independent of frequency within
a sufficiently large neighborhood of ω0. If the intensity of ns2 is μ [V/rt-Hz]
in a neighborhood of ω0, then the intensity of LPF

(
ns2(t)sin(ω0t + φ)

)
is also

μ [V/rt-Hz], independent of frequency, in a low frequency band that includes the
origin.

The scale factor is computed by setting ωΩ = 0, that is, the angular rate input is
constant, and observing the steady-state response which simplifies to (ignoring the
noise term for the moment)

lim
t→∞

LPF(s1,φ (t)s2(t)) = Ks1 Ks2

αa2aΩ ω3
0

2m22
|D( jω0)|sin (φ −∠D( jω0)) , (8.38)

where |D( jω0)| and ∠D( jω0) are the magnitude and phase of D( jω0). The
demodulation phase, denoted φd, is chosen to maximize (8.38). In other words,
φd := π/2+∠D( jω0). Note that when ω0 ≈ ωn, the demodulation phase is close
to 0◦, however, if ω0 is detuned away from ωn, the demodulation phase is close to
90◦.

The scale factor, denoted γsf, is the term multiplying aΩ in (8.38) when φ = φd,

lim
t→∞

LPF(s1,φd(t)s2(t)) = Ks1Ks2

αa2ω3
0

2m22
|D( jω0)|aΩ

=
Ks1αa2ω2

0

2Kd2

∣∣∣∣Ks2 Kd2

m22
jω0D( jω0)

∣∣∣∣aΩ

=
Ks1αa2ω2

0

2Kd2

∣∣Hg,22( jω0)
∣∣aΩ ,

so

γsf(ω0) :=
Ks1 αa2ω2

0

2Kd2

∣∣Hg,22( jω0)
∣∣ ,
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where ω0 is left as a parameter. Of particular interest is the scale factor when
ω0 = ωn. In this case, γsf reduces to

γsf(ωn) =
Ks1Ks2 αa2ω2

n

4σm22
. (8.39)

This result will be used when the closed-loop sensor is analyzed.
The scale factor contains constants which are difficult to measure in practice

(although they may be estimated from analytical models of the electrode arrange-
ment and finite element analysis of the resonator), so γsf is typically determined
experimentally. Its units are V/deg/s or V/deg/hr. The scale factor is written this
way to show that it is proportional to a transfer function which can be measured, that
is Hg,22. Note that if ω0 is near the modal frequency of Hg,22, then the scale factor is
proportional to the quality factor of the resonator. Thus, increasing the quality factor
is a means of increasing the scale factor. The real-time estimate of the rate, denoted
Ωest, can be determined by setting φ = φd in (8.37) and dividing the result by γsf,

Ωest(t) =
1

γsf(ω0)
LPF(s1,φ (t)s2(t))

= M(ωΩ ;Δ)cos (ωΩ t −ψ(ωΩ ;Δ))− A

γsf
e−σt cos((ωd −ω0)t −φd)

− B

γsf
e−σt sin((ωd −ω0)t −φd)− Ks1 aω0

γsf
LPF

(
ns2(t)sin(ω0t +φd)

)
.

(8.40)
The magnitude and phase functions associated with harmonic angular rate inputs are
denoted M and ψ , respectively, and are functions of the the excitation frequency, ω0,
and the degree of detuning of the excitation frequency from the modal frequency ωn,
which is the parameter Δ := ωn −ω0.

M(ωΩ ;Δ) =

√
C 2 +S 2

2ω0|D( jω0)| ,

ψ(ωΩ ;Δ) = arctan(S /C ), (8.41)

where

C := (ω0 +ωΩ )Dr
(

j(ω0 +ωΩ )
)

cos(∠D( jω0))

+ (ω0 +ωΩ )Di
(

j(ω0 +ωΩ )
)

sin(∠D( jω0))

+ (ω0 −ωΩ )Dr
(

j(ω0 −ωΩ )
)

cos(∠D( jω0))

+ (ω0 −ωΩ )Di
(

j(ω0 −ωΩ )
)

sin(∠D( jω0)) (8.42)
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Fig. 8.16 Magnitude function versus ωΩ for four detuning frequencies Δ ∈ {0,1,10,100}. The
uncompensated magnitudes (denoted “no comp.”) exhibit resonant peaking, however, mutliplica-
tion by a simple notch filter in the cases when Δ = {1,10,100} provides a critically damped 2-pole
roll-off (denoted “comp.”). A single pole phase lead filter is used to extend the bandwidth of the
Δ = 0 case

and
S :=− (ω0 +ωΩ )Dr

(
j(ω0 +ωΩ )

)
sin(∠D( jω0))

+ (ω0 +ωΩ )Di
(

j(ω0 +ωΩ )
)

cos(∠D( jω0))

+ (ω0 −ωΩ )Dr
(

j(ω0 −ωΩ )
)

sin(∠D( jω0))

− (ω0 −ωΩ )Di
(

j(ω0 −ωΩ )
)

cos(∠D( jω0)). (8.43)

The magnitude function is plotted versus ωΩ for several choices of ω0 in
Fig. 8.16. For consistency with the sensor data presented in this chapter, the
following parameters are selected: ωn = 15 kHz, quality factor is 50 K (σ =
0.94); ωΩ is the independent variable. The magnitude response function exhibits
a peak at the detuning frequency Δ (for Δ = 0) and, furthermore, the zero-state
response (8.40) contains transient terms with exponential decay rate equal to σ and
frequency equal to Δ . Thus, when Δ = 0, processing Ωest with a notch filter of
the form

s2 + 2σs+Δ 2

s2 + 2Δs+Δ 2 ,
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will equalize the magnitude as shown in Fig. 8.16 and eliminate the slowly decaying
transient. In this case, the −3 dB bandwidth is approximately 0.6Δ when Δ = 0
and follows a critically damped two-pole roll-off. For the case when Δ = 0, in
other words, the excitation frequency coincides with the resonant frequency ωn,
no compensation is need to equalize the magnitude, however, the bandwidth is quite
small and is equal to σ . As a means of extending the sensor bandwidth when Δ = 0,
Ωest can be filtered with a phase lead filter of the form

s/σ + 1
s/σclp + 1

,

where σclp denotes the desired bandwidth. An example is provided in Fig. 8.16
in which σclp = 60 Hz to match the bandwidth of the Δ = 100 Hz case after
compensation with the notch filter. The foregoing analysis suggests that detuning
the excitation frequency from the modal frequency ωn is an effective way to change
the sensor bandwidth (after suitable filtering with a notch filter). On the other hand,
it is also possible to extend the bandwidth by means of a phase lead filter when
ω0 = ωn. The question is settled as to which approach is preferred when the rate
equivalent noise is considered.

The rate equivalent noise in (8.40) is

− Ks1 aω0

γsf
LPF

(
ns2(t)sin(ω0t +φ)

)
, (8.44)

and has the same units as Ωest, that is deg/hr or deg/sec. Since the noise density of
the low-pass filtered term is μ V/

√
Hz, then the density of (8.44), denoted SΩ since

it is associated with the angular rate estimate, is

SΩ (ωΩ ;ω0) =
1

γsf(ω0)
Ks1 aω0μ [deg/hr/rt-Hz] ,

where it is assumed that γsf is given in V/deg/hr. Note that SΩ is independent of
frequency. The excitation frequency ω0 is considered a parameter. If a notch filter
or phase lead filter is used to equalize the magnitude of s2 in response to an angular
rate input, however, then the noise density becomes frequency dependent, although
in the cases when the notch filter is used the density is still relatively flat up to the
bandwidth. In order to compare the rate equivalent noise densities across different
cases, we will take as the reference case the constant density of the rate equivalent
noise when ω0 = ωn and no phase lead filter is used thus yielding the following
reference value of SΩ ,

SΩ (ωΩ ;ωn) =
4σm22

Ks2αaωn
μ [deg/hr/rt-Hz.] (8.45)

Not for resale



248 D. Kim and R.T. M’Closkey

10−210−1

10−1

100

100

N
oi

se
 s

ca
lin

g

Δ = 0,
phase lead comp.

Δ = 1

Δ = 10

Δ = 100

101

101

102

102

103

103

reference case
(Δ = 0, no compensation)

ωΩ (Hz)

Fig. 8.17 The noise scaling (8.46) for different detuning frequencies. The reference case is one
for all frequencies and corresponds to Δ = 0 with no additional filtering (the bandwidth is σ ). On
the other hand, in order to increase the bandwidth, detuning can be employed at the expense of
increasing the noise density. For a given desired bandwidth, the lowest noise is achieved when
Δ = 0 and the phase lead filter is used to increase the sensor bandwidth

This reference case is used to normalize the densities for all other cases and yields
the following noise scaling,

rate noise with comp.
reference noise

=
|C( jωΩ )|SΩ (ωΩ ;ω0)

SΩ (ωΩ ;ωn)
=

∣∣∣∣C( jωΩ )
D( jωn)

D( jω0)

∣∣∣∣ , (8.46)

where C denotes the frequency response of the notch or phase lead filter, if used.
A plot of the noise scaling for the same cases considered in Fig. 8.16 is shown
in Fig. 8.17. The figure reveals that while detuning the excitation frequency from
the modal frequency does increase the sensor bandwidth, it is at the expense of a
uniform increase in the rate equivalent noise density. In fact, for a given desired
bandwidth, the lowest rate equivalent noise is achieved across that bandwidth
under the condition when Δ = 0 and a phase lead filter is used in which case the
spectrum is

|C( jωΩ )|SΩ (ωΩ ;ωn) =
4σm22

Ks2αaωn
μ

√
(ωΩ/σ)2 +1
(ωΩ/σclp)2 +1

. (8.47)
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When comparing the cases in which the sensor bandwidth is about 60 Hz, the low
frequency noise density is almost three orders of magnitude smaller when Δ = 0 as
compared to Δ = 100. Furthermore, when Δ = 0, the low frequency density matches
the noise density of the uncompensated case.

Extending the sensor bandwidth by employing a phase lead filter when Δ = 0 is
susceptible to uncertainties in the sensor dynamics. In particular, an accurate model
of the damping is required in order to successfully “invert” this aspect of the sensor
dynamics. It is possible, however, to achieve the same objectives using feedback as
will be demonstrated in the next section.

8.5.2 Closed-Loop Sense Channel

Feedback can be used to achieve, in a practical way, the desired sensor bandwidth
while minimizing the rate-equivalent noise. The analysis of Sect. 8.5.1 revealed that
the optimum open-loop mode of operation is to select the excitation frequency to
coincide with the modal frequency of the second degree of freedom, that is, select
ω0 = ωn, and then employ a phase lead filter to increase the bandwidth of the
demodulated signal. This produced the lowest rate-equivalent noise compared to any
detuning scheme and, consequently, it is assumed for the remainder of the chapter
that ω0 = ωn, although small deviations from this condition will be analyzed.
The filter essentially inverts the dynamics of the second channel s2/d2, albeit at
“baseband” since the filter is implemented postdemodulation, but this requires
precise knowledge of the plant, especially with regard to the damping constant σ
of the mode. Feedback, however, can generate an approximate plant inverse that has
precisely the same effect as the phase lead filter on the rate-equivalent noise but it
can also tolerate deviations of the plant dynamics from a nominal case, deviations
that would require a redesign of the phase lead filter. Closing the loop has other
advantages as well: running the sensor with s2 “open” requires that the signal
conditioning electronics be designed for larger dynamic range, which may place
a limit on the front-end amplifier gain, thereby reducing the SNR ratio, in order to
avoid saturation of the electronics. Even more important may be the nonlinearities
of the resonant structure that can become significant at larger response amplitudes.

The baseband inversion of the sense channel dynamics corresponds to imple-
menting a classical phase lead filter. The plant inversion can also be achieved by
implementing a “wideband” feedback controller in which the lightly damped reso-
nant mode is actively damped. Recall that the transfer function s2/Ω ẋ1 (see (8.36))
is proportional to Hg,22 so the objective of the feedback controller is to generate an
inverse of Hg,22 over a limited frequency range since filtering s2 with this approx-
imate inverse equalizes the response to an applied angular rate. The approximate
inverse is generated by the closed-loop transfer function

Creb

1+Hg,22Creb
≈ H−1

g,22, when |Hg,22Creb| � 1,

Not for resale



250 D. Kim and R.T. M’Closkey

×

Creb

×

−

phase shift

Ω

Hg,22
a

s1

d2

s2

ns2

·d2s1,φ
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Fig. 8.18 Block diagram corresponding to a closed-loop sense channel. Creb is a high gain
controller whose output attempts to cancel the angular rate induced “disturbance” at the input
of Hg,22. This perspective shows that the scale factor is independent of the quality factor of the
resonator

where Creb is the so-called rebalance loop filter. This transfer function suggests the
block diagram in Fig. 8.18 for closed-loop operation. The transfer function from the
rate induced signal, injected at the plant input, to the output of Creb, that is, d2, is
approximately “1” under the assumption of large loop gain. Although the applied
angular rate “disturbance” is not directly measured, it is inferred from the canceling
action taken by the controller. Whether the disturbance at the input of Hg,22 is due to
the device physics, or injected by the engineer, the loop properties may be analyzed
by breaking it at d2. Since Hg,22 is a sharp resonant peak, Creb is designed so that
the loop phase approximates that of velocity feedback – this choice maximizes the
damping and minimizes peaking in the sensitivity function. Measurements of the
loop gain in a narrow band near the sense channel mode in the DRG are shown
in Fig. 8.10. The controller magnitude is selected so that the desired closed-loop
bandwidth, denoted ωclp, is achieved but since there may exist other lightly damped
out-of-band modes, the controller magnitude is rolled off above and below the band
of interest as shown in Fig. 8.11. This figure shows that other lightly damped modes
above 20 kHz have been filtered out by the controller. The 3 dB bandwidth is one-
half the interval where the loop gain magnitude is greater than one. Figure 8.10
shows that ωclp = 30 Hz for this example.

The starting point for rigorous analysis of the closed-loop noise characteristics
are the open-loop transfer functions (8.35) and (8.36). As mentioned above, the
phase of Creb is chosen so that the loop gain Hg,22Creb emulates velocity-to-
force feedback. In practice, this is accomplished by compensating for any phase
lag introduced by signal conditioning electronics, and also in the case of digital
controller implementation, the delay caused by sampling. The resulting loop gain
phase permits the treatment of the dynamic filter Creb as a fixed gain, denoted Kreb,
for the purposes of noise analysis. The closed-loop transfer function from the signal
Ω · ẋ1 to d2 is
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d2/(Ω · ẋ1) =
α

Kd2

CrebHg,22

1+CrebHg,22
= α

KrebKs2

m22

s
s2 +2σclps+ω2

n
,

where Creb has been replaced by Kreb and where closed-loop bandwidth is
given by

σclp := σ +Kreb
Ks2Kd2

2m22
.

As in the open-loop analysis we assume

ẋ1(t) =−aω0 sin(ω0t)

Ω(t) = aΩ cos(ωΩ t).

Although in practice ω0 = ωn, ω0 will be left as a parameter so the effects of
detuning can be studied. The steady-state response of d2 to the input Ω · ẋ1 is

d2(t) =−αaaΩ ω0
KrebKs2

2m22

[
λ D̂r( jλ )cos(λ t)−λ D̂i( jλ )sin(λ t)

+λ̃ D̂r( jλ̃ )cos(λ̃ t)− λ̃D̂i( jλ̃ )sin(λ̃ t)

]
+nd2(t),

where λ := ω0 +ωΩ , λ̃ := ω0 −ωΩ , D̂r(s) and D̂i(s) are the real and imaginary
parts of D̂(s) := 1/(s2 +2σclps+ω2

n ), s ∈C, and where the noise term nd2 is due to
the pick-off noise ns2 . The transfer function from ns2 to d2 is

d2/ns2 =
Creb

1+Hg,22Creb

= Kreb
s2 + 2σs+ω2

n

s2 + 2σclps+ω2
n
,

Thus, if the noise density of ns2 , denoted Ss2 , is Ss2(ω) = μ V/rt-Hz, for all ω in a
neighborhood of ω0, then the noise density of nd2 , denoted Sd2 , is

Sd2(ω) =

∣∣∣∣Kreb
ω2

n −ω2 + j2σω
ω2

n −ω2 + j2σclpω

∣∣∣∣μ [V/rt-Hz] , (8.48)

which demonstrates that in the closed-loop case the noise of the signal to be
demodulated is frequency dependent and possess a deep notch at ωn.

The rate estimate and scale factor are obtained by demodulating d2 with respect
to a phase shifted copy of s1, defined as s1,φ (t) := −Ks1aω0 sin(ω0t + φ). Noise
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associated with s1 is ignored. The product s1,φ (t) · d2(t) is low-pass filtered and
yields the following steady-state terms plus noise,

LPF(s1,φ (t) ·d2(t))

= αa2ω2
0 Kreb

Ks1Ks2

4m22
aΩ

[
−λ D̂r( jλ )sin(ωΩ t −φ)−λ D̂i( jλ )cos(ωΩ t −φ)

+ λ̃ D̂r( jλ̃ )sin(ωΩ t +φ)− λ̃D̂i( jλ̃ )cos(ωΩ t +φ)
]

−LPF
(
Ks1 aω0nd2(t)sin(ω0t +φ)

)
. (8.49)

The scale factor and optimum demodulation phase are computed when ωΩ = 0,

lim
t→∞

LPF(s1,φ (t) ·d2(t)) = αa2ω3
0 Kreb

Ks1 Ks2

2m22
|D̂( jω0)|aΩ sin

(
φ −∠D̂( jω0)

)
,

where the noise term has been momentarily ignored because it has no bearing on
the scale factor. The optimal demodulation phase is φd = π/2+∠D̂( jω0) and the
scale factor is

γsf = αa2ω3
0 Kreb

Ks1Ks2

2m22
|D̂( jω0)|.

Dividing (8.49) by γsf yields the steady-state-plus-noise estimate of the applied
angular rate,

Ωest(t) = M(ωΩ ;Δ)cos (ωΩ t −ψ(ωΩ ;Δ))− Ks1aω0

γsf
LPF

(
nd2(t)sin(ω0t +φ)

)
,

where the magnitude and phase functions M and ψ are given by the same
expressions as those in (8.41), (8.42), and (8.43) except that D̂ replaces D in all
instances. Ideally, Δ = 0, however, it is left as a parameter to explore the effects
of small, unintentional detuning. Figure 8.19 shows four cases of M(ωΩ ;Δ) when
Δ ∈ {0,1,10,100}. Note that the bandwidth is quite robust to large detuning. The
phase function ψ exhibits similar robustness. Another important fact is that γsf is
essentially constant for these cases since γsf can be written as

γsf = αa2ω2
0

Ks1

2Kd2

(
Kreb

Ks2Kd2

m22
ω0|D̂( jω0)|

)
︸ ︷︷ ︸

≈1

,

where the term in parenthesis is approximately one for Δ ∈ [0,10]. Thus, in contrast
to the open-loop case, the closed-loop scale factor is essentially independent of the
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Fig. 8.19 Frequency response associated with closed-loop sensor for detuning frequencies of Δ ∈
{0,1,10,100}Hz

difference between the excitation frequency and the modal frequency. Furthermore,
the scale factor is independent of the modal quality factor as long as the closed-loop
bandwidth is larger than the open-loop bandwidth σ .

The trade-off between tuned versus detuned in the closed-loop sensor is revealed
by analyzing the rate-equivalent noise that corrupts Ωest, which is given as,

− Ks1aω0

γsf
LPF

(
nd2(t)sin(ω0t +φ)

)
. (8.50)

Before analyzing the characteristics of the noise associated with the demodulated
signal, it is useful to consider nd2 prior to demodulation. The density can be given
units of deg/hr/rt-Hz by normalizing it with respect to the closed-loop scale factor
but since the density is a function of frequency (Sd2 has a deep notch at ωn) it
is informative to make the comparison with the open-loop case at a particular
frequency. The rate-equivalent noise density will be computed at ω = ωn and it
is also assumed that ω0 = ωn, although the preceding analysis has shown that the
closed-loop scale factor is essentially independent of ω0 as long as Δ < σclp, that
is, the degree of detuning is less than the closed-loop bandwidth. The normalized
density at ω = ωn reduces to

1
γsf

Sd2(ωn) =
4σm22

Ks1 Ks2αa2ω2
n

μ (closed-loop).
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Fig. 8.20 Rate-equivalent noise, prior to demodulation, in the open-loop and closed-loop cases,
shown in a neighborhood of ωn ≈ 15.022 kHz. The two noise densities are equal at ωn. The
price of increasing the bandwidth is the higher rate-equivalent noise for frequencies not equal
to ωn

On the other hand, if the open-loop density Ss2 is normalized by the open-loop scale
factor when ω0 =ωn (see (8.39)), then the same result is obtained. This produces the
spectra shown in Fig. 8.20 where this data was taken from an operational DRG. Note
that at ωn (the bottom of the notch in the closed-loop spectra) the two spectra touch
as shown since values of both densities are equal. These spectra are demodulated
with respect to a phase shifted copy of s1 to produce the noise spectra associated
with Ωest in both open- and closed-loop cases.

Returning to the angular rate noise in (8.50), the spectrum of the low-pass filtered
term is

1√
2

√
S2

d2
(ω0 +ωΩ )+ S2

d2
(ω0 −ωΩ ) [V/rt-Hz] ,

so SΩ is

SΩ (ωΩ ) =

√
2Kd2

αaω0

√
S2

d2
(ω0 +ωΩ )+ S2

d2
(ω0 −ωΩ ) [deg/hr/rt-Hz] . (8.51)

In the case where ω0 = ωn, SΩ reduces to
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SΩ (ωΩ ) =
2Kd2Kreb

αaωn
μ
∣∣∣∣ D̂( j(ωn +ωΩ ))

D( j(ωn +ωΩ ))

∣∣∣∣

=
2Kd2Kreb

αaωn
μ
∣∣∣∣ ω2

n − (ωn +ωΩ )2 + j2σ(ωn +ωΩ )

ω2
n − (ωn +ωΩ )2 + j2σclp(ωn +ωΩ )

∣∣∣∣

=
2Kd2Kreb

αaωn
μ

√
(2ωnωΩ +ω2

Ω )2 + 4σ2(ωn +ωΩ )2

(2ωnωΩ +ω2
Ω )2 + 4σ2

clp(ωn +ωΩ )2
[deg/hr/rt-Hz] .

Although not explicitly stated, the excitation frequency is typically orders of
magnitude larger than the input rates we are interested in measuring, that is,
ωn � ωΩ . Thus, if we retain only the dominant terms in the previous expression,
SΩ simplifies to

SΩ (ωΩ )≈2Kd2Kreb

αaωn
μ

√
(2ωnωΩ )2 +4σ2ω2

n

(2ωnωΩ )2 +4σ2
clpω2

n

=
2Kd2Kreb

αaωn

σ
σclp

μ

√
(ωΩ/σ)2 +1
(ωΩ/σclp)2 +1

=
4σm22

Ks2αaωn
μ

√
(ωΩ/σ)2 +1
(ωΩ/σclp)2 +1︸ ︷︷ ︸

phase lead magnitude

[deg/hr/rt-Hz] . (8.52)

Upon comparing (8.52) with (8.47), we see that the closed-loop rate-equivalent
noise under the condition ω0 =ωn matches the open-loop rate equivalent noise when
a phase-lead filter is employed to increase the bandwidth. Thus, the optimum noise
properties associated with the “tuned” and compensated open-loop sense channel
are in fact achieved with the closed-loop sense channel. The spectral density of the
closed-loop DRG rate noise is shown in Fig. 8.21. The parameters associated with
this DRG are: ω0 = ωn ≈ 15 kHz, σ = ωn/(2Q) = 0.25 Hz, σclp = 30 Hz. Note that
the corner frequencies correspond to σ and σclp.

The effect of detuning ω0 from ωn can be investigated by returning to (8.51). The
detuning is not intentional since the objective of closed-loop operation is to recover
the noise characteristics of the tuned open-loop sense channel. In practice, however,
some small amount of detuning may be present and we wish to determine its impact
on the angular rate estimate with the closed-loop sense channel. Detuning has a
detrimental effect on the rate-equivalent noise owing to the deep notch in Sd2 . The
general effect of detuning is to raise the low frequency noise floor as demonstrated
in the Introduction (see Fig. 8.5) by a factor of

∣∣∣∣D( jω0)

D( jωn)

∣∣∣∣ . (8.53)
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Fig. 8.21 The spectrum of the closed-loop rate-equivalent noise when ω0 = ωn. The lower corner
frequency is equal to the open-loop bandwidth of the resonator, the higher corner frequency is
equal to the closed-loop bandwidth and the value of the density at low frequencies is equal to
open-loop rate-equivalent density. Increasing the resonator Q pushes the lower frequency corner to
left and lowers the noise floor. The steep roll-off above 100 Hz is due to anti-alias filtering

Measurements with a DRG (different from the one which produced the data
in Fig. 8.21) are compared in Fig. 8.22 when the sensor is tuned and when
Δ = 1 Hz.

8.5.3 Angle Uncertainty Due to Angular Rate Noise

The angular rate estimate, Ωest, is often integrated over a fixed interval of time of
duration τ seconds to provide an estimate of the change in angle experienced by
the sensor. Thus, the noise that corrupts the angular rate estimate is integrated and
corrupts the estimate of the change in angle. The trends in SΩ in Fig. 8.21 lead to
two distinct trends in the uncertainty attached to the estimate of the change in angle.
The low frequency “white” portion of SΩ is associated with the well-known angle
random walk of the angle estimate, while the higher frequency noise in SΩ where
the slope is one produces angle white noise for short integration times.

The uncertainty of the angle estimate can be computed directly using the time
series of the angular rate estimate or a frequency domain approach which uses SΩ .
In the time-domain approach, the rate signal is acquired when the sensor is fixed
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Fig. 8.22 The spectrum of a closed-loop DRG with Δ = 1 Hz compared to the tuned case.
Detuning has the effect of raising the low frequency noise floor according to (8.53), which, in
the present case with ωn ≈ 15 kHz and Q = 65 k, computes to 8.7 (the data were taken using a
different DRG than the one tested for Fig. 8.21). This value accurately predicts the increase in the
measured low-frequency noise floor

(Ω(t) = 0) and then the bias is removed and the subsequent signal is integrated for
τ seconds. The quantity of interest is the value of the integrated signal at the end
of the integration interval. This integration process is repeated until a reasonable
estimate of the standard deviation of the angle at the end of the integration interval
is obtained. The standard deviation associated with each integration interval is then
plotted versus τ .

It is also possible to compute the angle standard deviation using SΩ . The impulse
response of the “gated” integrator is given by

hτ(t) =

{
1 t ∈ [0,τ]
0 t ∈ [0,τ]

, (8.54)

where τ represents the integration duration in units of seconds. The variance of the
angle produced from integrating the rate noise over τ seconds is given by

σ2
τ :=

∫ ∞

0
S2

Ω (ω)|Hτ(ω)|2dω , (8.55)
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Fig. 8.23 Angle noise computed from the angular rate time series and the angular rate power
spectrum in Fig. 8.21. The angle white noise (AWN) and angle random walk (ARW) asymptotes
are also shown. The asymptotes are derived from (8.56) and (8.57) and show excellent agreement
with the measurement

where S2
Ω is the power spectral density of the rate noise expressed in (deg/s)2/Hz,

and Hτ is the Fourier transform of (8.54),

Hτ(ω) =
1

j2πω

(
1− e−j2πτω

)
, ω ∈ (−∞,∞), ω in Hz.

The same data set that was used to produce SΩ in Fig. 8.21 is analyzed to compute
the noise properties of the integrated rate as a function of τ . Figure 8.23 shows the
standard deviation of the integrated rate, that is στ , computed by analyzing the time
series data as well as the frequency domain data. These two approaches yield nearly
identical results. The upper limit of τ is 100 s and is dictated by the length of the
data set, that is, enough subrecords are required to obtain a reliable estimate of
the standard deviation. The figure shows that for integration times up to about 10 s
the standard deviation of the angle remains relatively constant at 0.001 deg. This is
angle white noise, abbreviated AWN, and is produced from the +1 slope trend in
Fig. 8.21. For longer integration times, however, the “flat” trend in the PSD at low
frequencies dominates the behavior of the angle uncertainty.

The angle random walk (ARW) asymptote in Fig. 8.23 is an analytical computa-
tion of the standard deviation of the angle determined by integrating the rate noise
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according to (8.55) when SΩ is set to a constant, denoted c expressed in deg/s/rt-Hz,
that matches the value of low frequency density (the low frequency “white” section
of SΩ ). Substituting c and the expression for Hτ into (8.55) yields,

σ2
τ =

∫ ∞

0
c2

∣∣∣∣ 1
j2πω

(
1− e−j2πτω

)∣∣∣∣
2

dω =
1
π

c2τ
∫ ∞

0

1− cosω
ω2 dω =

1
2

c2τ.

Thus, the expression for the angle random walk is

στ = c

√
τ
2
[deg] (c expressed in deg/s/rt-Hz, τ in seconds). (8.56)

At one hour of integration, this expression yields a canonical piece of information
associated with gyros used in navigation, and expresses στ like a density,

σ1hr = 42.4c [deg/rt-hr] .

From the data in Fig. 8.21, the low-frequency noise density is approximately
0.72 deg/hr/rt-Hz so c = 0.72/3,600 = 0.0002 deg/s/rt-Hz which yields
σ1hr = 0.0085 deg/rt-hr. This point is shown as the “�” in Fig. 8.23. For comparison,
the Honeywell GG1320AN Digital Laser Gyro, the GG1320AN01 Digital Laser
Gyro, and the GG5200 MEMS Rate Gyro have a quoted ARWs of 0.0035deg/rt-hr,
0.01 deg/rt-hr, and 0.2 deg/rt-hr, respectively.

The PSD approach is also useful in explaining the angle white noise trend in the
integrated rate data. The +1 trend in rate spectral density can be fit with a simple
first-order high-pass filter of the form

SΩ (ω) = β
∣∣∣∣ j2πω
j2πω + 2πσclp

∣∣∣∣ ,

where σclp is the closed-loop bandwidth given in Hz, and β is the constant density
at frequencies above σclp, expressed in deg/s/rt-Hz. Thus, (8.55) reduces to

σ2
τ =

β 2

4π3σ2
clp

∫ ∞

0
(1− cos(τω))

(2πσclp)
2

ω2 +(2πσclp)2︸ ︷︷ ︸
NEBW=π2σclp

dω

≈ β 2

4π3σ2
clp

∫ π2σclp

0

(
1− cos(τω)

)
dω

=
β 2

4πσclp

(
1− 1

τπ2σclp
sin(τπ2σclp)

)
,
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where the upper integration limit is replaced by the noise-equivalent bandwidth
(NEBW) of the low-pass filter. Furthermore, the sinusoidal term has diminishing
significance for τ � 1/(π2σclp), which covers the range of τ of practical interest.
Thus, the standard deviation of the angle due to this noise component simplifies to

στ =
β

2
√πσclp

[deg], (8.57)

where σclp is expressed in Hz. Note that (8.57) is independent of τ: this produces
the angle white noise shown in Fig. 8.23. If we carry out the computation with the
spectrum in Fig. 8.21 (the same data set that generated Fig. 8.23), we find στ =
0.001 degrees because β = 0.02 deg/s/rt-Hz and σclp = 30 Hz. This prediction of
the AWN very closely matches the empirical results. Note although it seems as if
στ in (8.57) is inversely proportional to the square root of the sensor bandwidth,
when increasing the bandwidth of a given sensor, the noise level β will increase
in the same proportion. Thus, we conclude that, for a given sensor, the AWN is
proportional to the square root of the sensor bandwidth, that is, a fourfold increase
in sensor bandwidth doubles the angle white noise value.

8.6 Analysis of Bias Terms

The preceding section analyzed the features of the estimated rate noise induced by
the electronic pick-off noise. In this section, we identify some sources of zero rate
bias (ZRB) and quadrature signals as well as demonstrate that there are two critical
dynamic elements whose phases must be accurately identified and rendered stable
in order to prevent the “mixing” of the ZRB and quadrature signals. This analysis
focuses on elements in Fig. 8.4 other than the sensor dynamics that can produce
ZRB and quadrature signals. For vibratory gyros in a tuning fork configuration,
the classic references [9, 10] discuss how nonidealities of the vibrating element can
produce the these signals. In the generic model (8.1), these nonidealities create the
off-diagonal terms in the mass, stiffness, and damping matrices.

Our starting point is to break the loop at the point just upstream of Cph as shown
in Fig. 8.12; however, we further imagine that this loop is embedded in the block
diagram of Fig. 8.4 since we desire to study the effects of cross-coupling in the
sensor dynamics – indeed, it is cross-coupling which produces nonzero rate bias
and quadrature signals. The input to Cph is denoted u and since we are interested in
the bias value of the rate estimate, we can assume Ω = 0. Since the transfer function
representation is convenient, we use the ˆ notation to denote the Laplace transform
of a function. The transfer function from u to ẋ1 and ẋ2 is computed to be

[
ˆ̇x1
ˆ̇x2

]
=

1
Θ

[
1−Hs2H22Hd2Creb Hs2H12Hd2Creb

0 1

][
H11Hd1KCph

H21Hd1KCph

]
û, (8.58)
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where
Θ = 1−Hs2H22Hd2Creb,

where K represents the AGC “gain” as shown in Fig. 8.12. Under the assumption of
large rebalance loop gain, that is,

∣∣Hs2H22Hd2Creb
∣∣� 1,

(8.58) simplifies to

ˆ̇x1 = H11Hd1KCph

(
1− H12H21

H11H22

)
û (8.59)

and
ˆ̇x2 =− H21Hd1KCph

Hs2H22Hd2Creb
û. (8.60)

A further simplification is possible in (8.59) because the off-diagonal terms in
the sensor transfer function are orders of magnitude smaller than the diagonal
components, thus,

∣∣∣∣H12H21

H11H22

∣∣∣∣� 1,

so we may approximate
ˆ̇x1 = H11Hd1KCphû. (8.61)

Finally, the return signal at the point where the loop is broken is s1, thus,

ŝ1 = Hs1
ˆ̇x1

= Hs1H11Hd1KCphû.

When the loop is closed, we assume the following steady-state condition is reached

s1(t) = u(t) = Acos(ω0t),

where A is the desired amplitude and ω0 the operating frequency. At this operating
condition, the following expression holds

Hs1H11Hd1KCph
∣∣

jω0
= 1, (8.62)

where the | jω0 notation indicates that the transfer functions are evaluated at jω0.
Thus, the operating frequency is determined to be the frequency where

I
(

Hs1H11Hd1KCph
∣∣

jω0

)
= 0,

where “I ” denotes the imaginary part of the expression. In other words, the
excitation frequency corresponds to the frequency at which the Nyquist plot of
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Hs1H11Hd1KCph crosses the real axis. The AGC gain magnitude, K, is adjusted
such that,

K =
1

Hs1H11Hd1Cph
∣∣

jω0

.

The rebalance loop gain in Fig. 8.10 is designed with the same phase target as the
excitation loop, namely the peak magnitude occurs at either 0◦ phase or 180◦ phase
depending on whether the mode is to be stabilized as in the case of the rebalance
loop or destabilized as in the case of the excitation loop.

The force-to-rebalance signal, d2, can be expressed in terms of ẋ2, so using (8.60)
gives the transfer function from u to d2,

d̂2/û = (d̂2/ ˆ̇x2)/( ˆ̇x2/û)

= (CrebHs2)

(
− H21Hd1KCph

Hs2H22Hd2Creb

)

=−H21Hd1KCph

H22Hd2

. (8.63)

The analysis so far has ignored the contribution of the sensor’s angular velocity Ω
to d2. This component can be determined by assuming a constant angular rate of
rotation Ω(t) = Ω0 and determining the d̂2/û transfer function under this condition.
Recall that the rate is estimated by demodulating freb with respect to ẋ1, but since we
only have access to the signals s1 and d2, it will be shown that the dynamics of Hs1

and Hd2 become important in the angular rate estimate. The angular rate-induced
disturbance introduced into the rebalance loop (refer to Fig. 8.4) is approximately
cancelled, under the assumption of high gain feedback, by freb(t) ≈ −αΩ(t)ẋ1(t).
Since f̂reb = Hd2 d̂2, the component of d2 in response to an applied constant angular
rate of rotation Ω0 is

d̂2 =
1

Hd2

f̂reb

=
1

Hd2

(−αΩ0 ˆ̇x1
)

=− αΩ0

Hd2Hs1

û,

where (8.61) was used in the last step. Combining this result with (8.63) gives the
expression for d2 including the disturbance caused by a constant angular rate of
rotation

d̂2 =−H21Hd1KCph

H22Hd2

û− αΩ0

Hd2Hs1

û.
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Subsitituting (8.62) into this expression yields

d̂2 =− 1
Hd2Hs1

(
− H21

H11H22
−αΩ0

)
û.

Under the condition that the diagonal terms in the sensor transfer function are
dominant, the expression −H21/(H11H22) may be approximated as the (2,1) term
of H−1 which is, given (8.1), the (2,1) term of Z divided by jω0. In other words,

− H21

H11H22

∣∣∣∣
jω0

≈ 1
jω0

(−ω2
0 m21 + jω0c21 + k21

)
.

Thus, the steady-state response of d2 to an applied constant rate Ω0 is

d2(t) =
A

|Hd2( jω0)Hs1( jω0)|
(
(c21 −αΩ0)cos

(
ω0t −�Hd2( jω0)−�Hs1( jω0)

)

− (m21ω0 − k21/ω0)sin
(
ω0t −�Hd2( jω0)−�Hs1( jω0)

))
.

The angular rate is associated with the cos
(
ω0t −�Hd2 −�Hs1

)
term and the

quadrature signal is associated with the sin
(
ω0t −�Hd2 −�Hs1

)
term. The esti-

mated angular rate is obtained by demodulating d2 with respect to Acos(ω0t +φ),
which is a copy of s1 phase shifted by φ , and low-pass filtering the result. Thus, the
demodulated and filtered signal is

A2

2|Hd2( jω0)Hs1( jω0)|
(
(c21 −αΩ0)cos

(
φ +�Hd2( jω0)+�Hs1( jω0)

)

− (m21ω0 − k21/ω0)sin
(
φ +�Hd2( jω0)+�Hs1( jω0)

))
.

The demodulation phase is ideally chosen as φ = −�Hd2( jω0)−�Hs1( jω0)
because this eliminates any quadrature signal from the angular rate estimate – note,
though, that even if Ω0 = 0, there is still a spurious rate signal proportional to the
cross-axis damping coefficient, c21. Since it is difficult to measure the phases of the
Hd2 and Hs1 elements in practice, a low-frequency angular rate Ω is applied to the
gyro and φ is adjusted until the quadrature has no correlation with Ω .

Figure 8.24 demonstrates the effect of phase perturbations to Hs1 , Hs2 , Hd1 , and
Hd2 .

For example, if these elements are fixed at their nominal values with the
exception of Hs1 whose phase is perturbed by approximately +4.7 degrees, then
the zero rate bias is also perturbed along with the operating frequency as shown
in Fig. 8.24. In this case, the nonideal demodulating phase incorporates some
quadrature into the zero-rate bias. Furthermore, since the phase of the excitation
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Fig. 8.24 Phase perturbation applied to Hs1 , Hs2 , Hd1 , and Hd2 . The top plot shows the effect of
these perturbations on a signal proportional to the zero rate bias (the demodulated signal is not
multiplied by the scale factor; it is expressed in mV ). The bottom plot shows the gyro operating
frequency. These measurements support the analysis since phase perturbations to Hs1 and Hd2 are
expected to change the zero rate bias, while phase perturbations to Hs1 and Hd1 are expected to
change the operating frequency

loop is perturbed, the operating frequency will undergo a perturbation as well, with
the magnitude of the perturbation being determined by the slope of the excitation
loop phase curve in a neighborhood of the resonant frequency. This slope is
computed to be 2Q/ωn, where Q is the quality factor of the resonator and ωn is
its natural frequency. In the present example 2Q/ωn = 2(50,000)/(2π15,020)≈ 1
(unit of “seconds”), so the +4.7 degree (+0.082 rad) phase perturbation to Hs1

will produce a frequency shift of approximately +0.082 rad/s (+0.013 Hz), which
is very close to the measured frequency shift shown in Fig. 8.24. This behavior
is contrasted to the same phase perturbation introduced into Hs2 : the operating
frequency does not shift and the relative phases of s1 and d2 are not effected so
the zero rate bias is not effected. Introducing the phase perturbation into Hd1 will
shift the operating frequency as shown in Fig. 8.24 (because the AGC loop phase is
perturbed); however, the relative phases between s1 and d2 are not effected so the
zero rate bias does not change. Finally, if the perturbation is introduced into Hd2 ,
the operating frequency is not effected; however, the relative phase of s1 and d2 has
changed, thus, a perturbation is introduced into the zero rate bias.

This analysis reveals that Hd2 and Hs1 are critical dynamic elements whose
magnitude and phase must be stabilized over the sensor environment. Any deviation
in the magnitude of these elements will cause a change in the sensor scale factor
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and any deviation in phase will cause the quadrature term to “mix” with the actual
angular rate. This mixing is detrimental because even if the gyro dynamics do not
change with time, a phase perturbation of the critical elements will create a change
in the rate bias, which is indistinguishable from an actual angular rate applied to the
sensor. Thus, these phase changes, which typically occur on time scales of minutes,
will cause low-frequency noise in the angular rate estimate.

8.7 Conclusion

Vibratory gyros are a technology that could not exist without the use of feedback.
The main result of this chapter is a rigorous comparison of open- versus closed-
loop operation under the conditions of tuned and detuned coriolis-coupled modal
frequencies.

We demonstrated for any desired bandwidth that degenerate modal frequencies
yields superior noise properties compared to the detuned case as long as a suitable
filter for implementing a “plant” inverse is possible. Indeed, the only practical way
to implement the inverse filter is to use feedback which leads us to consider the
closed-loop sense channel. It was also shown that the scale factor associated with
closed-loop operation is essentially independent of the sense resonance’s quality
factor (Q) and, furthermore, the scale factor is quite robust to detuning of the
excitation frequency from the sense modal frequency. The rate-equivalent noise,
however, is very sensitive to detuning in the closed-loop sensor and a challenge
of resonator design and sensor packaging is to minimize any inadvertent detuning.
It should be noted that the benefits of “high” Q are only realized when the sharp
resonance occurs within the desired bandwidth. In other words, a more accurate
statement that captures the essence of what is important is that the open-loop
resonator time constant be much larger than the time constant associated with
the closed-loop bandwidth. The quality factor is a less-useful metric because of
its dependence on the modal frequency. For example, the ratio of time constants
exceeds 100 for the DRG prototypes discussed in this chapter.

The challenge of tuning high Q resonators was also addressed. The objective
was to develop an approach that lends itself to automation. Although the practiced
engineer can often tune the modes in an ad hoc manner, this cannot be used in
a production environment. Our proposed approach, which has been validated on
numerous vibratory gyro designs, uses multi-input/multi-output frequency response
data to fit a sensor model that includes the sensitivities of the sensor dynamics
to changes in the bias electrode voltages. These models are subsequently used
for determining the bias voltages that render the modes degenerate. There have
been exciting recent developments in resonator tuning that rely on perturbing the
resonator mass matrix instead of electrostatically changing the stiffness matrix. This
may ultimately be the preferred approach since the complicated electronics that are
associated with the electrostatic tuning method are not required. The mass matrix
perturbation results were not reported in this chapter due to length limitations;
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however, they use the same fundamental sensor model based on frequency response
data to guide the tuning process [11].

It was also shown that the price of increasing the sensor bandwidth relative to
the intrinsic resonator bandwidth is the appearance of angle white noise in the angle
measurement produced by integrating the rate signal. This trend seems to be un-
familiar to most engineers who are users of rate gyros for navigation because the
current technologies, such as untuned, open-loop vibratory gyros or ring laser gyros,
are dominated by angle random walk. Nevertheless, we demonstrate that the angle
random walk associated with tuned, open-loop vibratory sensor is asymptotically
recovered by the closed-loop sensor as the integration time increases. In other words,
the uncertainty associated with the angle measurement is not impacted by the fact
that rebalance feedback adds more noise to the rate estimate because the added
noise is at frequencies above the resonator bandwidth. It is the authors’ hope that
the analysis in this chapter dispels some misconceptions associated with the use of
feedback in vibratory gyros.
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Chapter 9
Feedback Control of Microflows

Mike Armani, Zach Cummins, Jian Gong, Pramod Mathai, Roland Probst,
Chad Ropp, Edo Waks, Shawn Walker, and Benjamin Shapiro

9.1 Introduction

Microfluidics refers to fluid flow inside systems whose features range in size from
millimeters to micrometers. This length scale matches the size of biological entities.
Consequently, many microfluidic systems are aimed at biochemical applications and
some of these have now progressed to medical and clinical use. Under development
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and demonstrated biomedical applications include microarrays for rapid analysis of
DNA [1, 2], analysis and detection of proteins [3], monitoring and analysis of cells
[4], and implantable drug injection systems [5].

Creating, or fabricating, microscale and microfluidic systems is a large and
active research area with significant portions of journals (e.g., the Journal of
Micro-Electro-Mechanical-Systems and Lab-on-a-Chip), conferences (Micro-Total
Analysis Systems [μTAS]; Hilton Head Sensors, Actuators and Micro-Systems;
and the MEMS conference), and books [6–8] devoted to it. MEMS fabrication
methods are usually based on lithography – the process of shining radiation (most
easily light) through masks onto photosensitive materials to then etch out or build
up material layers of the system [9]. The wavelength of light (λ ≈ 0.5μm) limits
the minimum size of the features that can be produced in this way, thus the term
micro in micro-electro-mechanical-systems. Shorter wavelength radiation (such as
electron beams) or other fabrication methods (such as controlled atomistic growth
for carbon nanotubes [10] or self-assembly [11, 12]) can enable fabrication of
nanoscale features. Generally, lithography fabrication techniques are grouped into
methods for rigid substrates, e.g., for silicon and glass (e.g., see [9]), versus methods
for polymer materials (soft lithography) [8, 13, 14]. Fabrication often requires deep
expertise and dedicated clean-room facilities with expensive machines for each
aspect of a fabrication process yet, in some cases, it can be achieved by nonexperts
working on a bench top. In fact, there is a spectrum of fabrication capabilities from
one to the other, with the former usually needed for smallest feature sizes, hard
materials, mirror smooth finishes, and high aspect ratio (thin and deep) features;
the latter applying more to soft materials, larger features, and inexpensive (e.g.,
disposable) systems.

The physics inside microfluidic devices is diverse. Even though momentum
effects are usually negligible in microfluidic systems, which means the computa-
tionally complex Navier–Stokes equations [15] reduce to the far simpler (linear)
Stokes equations (see [16–20]), and even though noncontinuum effects are not yet
evident in bulk microscale flows (for example, the mean free path of water is <1nm
[21] which is still negligible compared to ≥1μm device length scales), this does
not mean microscale fluid dynamics is easier to understand, model, or quantify than
macroscale fluid flow. The complexity is just in different areas: it is in the boundary
conditions (the actuation of a fluid by electrically modifying surface tension), in the
mix between continuum and discrete elements (cells or DNA chains undergoing
Brownian motion in a moving continuous bulk fluid), in the complexity of the
bulk fluid itself (in the non-Newtonian behavior of blood), and in the interaction of
hundreds or thousands of different fluid samples on a single chip which microfluidic
systems allow. Even behavior that is simpler on the microscale takes some time
getting used to. Experiments that show that there is no convective (turbulent) mixing
on the microscale, the classic T-junction experiments where a green and blue fluid
enter each of the T inputs and exit the T output as unmixed half green/half blue [22],
are still counter-intuitive even to microfluidic experts. Mixing, which is achieved
naturally on the macroscale, becomes an issue that must be solved artificially on the
microscale [23–25].
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Feedback control is needed in microfluidic applications for the same reasons
that it is required on the macroscale [26–28]: to create new capabilities and to
enable high performance in the face of uncertainty. Microsystems often operate
in largely unknown environments and can have significant geometric, parametric,
and dynamic uncertainty. Outside environments may contain unknown biochemical
species (as in sensing applications where the presence of rare species must be
reliably detected against a background of other common, diverse, and widely
varying species); biological fluid samples have a large degree of variability (urine
samples vary with disease, with hydration, and from patient to patient), and the
characteristics of specific entities inside the samples can vary (cells of the same
type will have different shapes and properties). Device geometric uncertainty is
created by fabrication limits: the wavelength of light limits lithography resolution
to ∼0.5μm, hence devices with 5μm sized features will have a >10% variability in
geometry. Finally, mathematical models that characterize biochemical behavior
(such as models of surface tension boundary conditions, reaction rates, diffusion,
migration, species adsorption, and desorption) contain uncertain parameters and
unmodeled effects. The system design that necessarily relies on these models must
be made insensitive to the errors that they contain. Feedback is required to address
all of these uncertainties and to create robust behavior, enable new tasks, and
improve system performance.

To illustrate results and challenges this chapter includes two broad examples.
The first deals with control of fluid packets on chip using electrically modulated
surface tension forces (in collaboration with UCLA). The second provides results
on steering of individual particles (cells and quantum dots) by microflow control.
In both cases, we show how feedback control can improve performance and enable
new capabilities.

These two examples illustrate common challenges encountered by us, in these
and other projects, and they closely match the challenges encountered by others
(as evidenced by the recurrence of the same issues from chapter to chapter in this
book). Broadly, these challenges are: choice of problem (which need should the mi-
croscale system address?), fabrication (build it), physics (which phenomena occur?),
modeling (describing the physics by equations and then quantifying their solution
by numerical methods), control (problem definition, the more critical aspect, and
subsequently problem solution), experimental verification, and validation.

A thread that runs through all of the preceding aspects is multidisciplinary
communication, or, more accurately, multidisciplinary training and collaboration.
We have found time and again that we can only create working systems once we
have deeply understood the needs, physics, numerics, and experiments for that
application, or, alternately, once each of those areas of expertise is represented in the
research team. Being a controls expert just talking to a MEMS expert or a clinician
is almost always not good enough. The clinician must be willing to become a part
of the team. The reverse is likely also true: being a MEMS expert and talking to
a controls expert is insufficient, rather, the microsystems expert or clinician should
find the right controls person and make him or her a part of the research program.
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9.2 Control for Electrowetting Actuation

Electrowetting refers to the local modification of surface tension by electric
actuation to manipulate liquid droplets on the microscale [29–41] (Fig. 9.1). By
applying electric fields via actuating electrodes, surface tension and electrical effects
compete [29, 42, 43], and this competition can create forces that vary in both space
and time and that can be used to move, split, merge, shape, and mix fluids in
microscale devices. The size of the manipulated droplets usually roughly matches
the size of the electrodes (as shown below), or is larger, to permit each droplet to
contact multiple electrodes and thus be actuated in different directions.

Applications of electrowetting include re-programmable lab-on-a-chip systems
[30, 31], auto-focus cell phone lenses [37] (commercially marketed by Varioptic),
and the development of colored oil pixels for laptop screens and flexible video-
speed “smart paper” [34–36] (under development by Liquavista).

9.2.1 Modeling

Our control design for electrowetting has benefited dramatically from, and in
fact has been permitted by, the system modeling that we have carried out. The
modeling that is needed must be sufficiently rich to capture the basic physics
but sufficiently compact (or, more subtly, in a form that is suitable) for control
design – the models must be useable in conjunction with available control analysis
and synthesis techniques [27, 28, 46, 47]. Modeling is essential and still useful for
our control design even though we work with complex and messy systems that we
know we cannot fully capture mathematically – both because we do not know all
the physics and because each physical phenomena will have aspects (such as the
detailed chemistry of surface tension) which are outside our reach. Feedback allows
us to manage the uncertainty in our models. Essentially, our models must be good
enough to tell us how to actuate to make things better – to push the fluid from where
it is to closer to where it should be. In both the electrowetting example and in the
electro-osmotic flow control that follows, this is sufficient to control the fluid in
dramatic ways and the objects within it to startling accuracy.

Fig. 9.1 An example of electrowetting actuation (schematic). The activated electrode (red pad)
effectively and locally decreases the surface tension of the liquid above it, causing it to move to
the right [44, 45]. (Used with permission. Copyright John Wiley & Sons, Ltd; American Institute
of Physics)
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Fig. 9.2 In the simplest example of electrowetting, an applied voltage changes the shape of a
liquid droplet. The figure shows the induced change in the contact angle of a droplet of deionized,
distilled water (pH 6.5) on 50 nm thick Teflon AF coating a 120 nm thick silicon dioxide dielectric
layer. An applied voltage of 30 V between the inserted platinum wire and underlying gold electrode
causes the droplet to flatten reversibly [44]. (Used with permission. Copyright John Wiley & Sons,
Ltd)

Fig. 9.3 Electrowetting shape change actuation: a competition between surface tension and
dielectric energy. (a) A drop of water on a hydrophilic surface. The liquid/solid energy per unit
area is low, and so the drop prefers a shape with a high (low penalty) liquid/solid area and a lower
(higher penalty) liquid/gas area at its energy minimum (equilibrium). (b) The same drop on a
hydrophobic surface. The contact angle θ and the liquid/solid, liquid/gas, and solid/gas interface
areas are marked. (c) The drop of (b) with voltage actuation. The resulting charged solid volume is
marked by the ± dipoles. Surface tension penalizes the liquid/solid area, but the dielectric energy
in the charged volume (and the voltage source) rewards an increase in this area. The ± charges
in the dielectric lead to a surface charge (here +) at the solid/liquid surface. (A schematic two-
dimensional slice is shown. The figure is not to scale, the solid is very thin)

At the core of electrowetting is a competition between surface tension and
dielectric energy. As noted in the review by Mugele and Baret [29], there is now
a basic agreement that this is the dominant physical cause, and, at equilibrium,
this competition can be quantified either by classical thermodynamics, an energy
minimization, or a force balance electromechanical approach. All of these yield the
same classical Young–Lippmann equation which predicts, to first order, the shape
(contact angle θ , Fig. 9.2) of a single droplet as a function of the applied voltage
[48]. We briefly summarize the energy minimization argument.

Figure 9.3 shows a schematic of the setup and physics for the experiment of
Fig. 9.2. At equilibrium, an un-actuated droplet will minimize its total surface
tension potential energy (the energy due to gravity is negligible on the microscale).
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This energy is composed of the liquid/gas, liquid/solid, and solid/gas interface
energies, each of which is given by a surface tension coefficient times that interfacial
area [49, 50]. In this view, a water droplet on a hydrophobic surface beads up
because its liquid/solid surface tension coefficient is high compared to its liquid/gas
coefficient, and the droplet shrinks its L/S area at the expense of a larger L/G area.

When a voltage V is applied, then in addition to surface tension energy there is
also an electrical energy. If the liquid is conducting, it stores no electric energy, the
applied voltage is transferred to the liquid/solid contact area, and the solid material
underneath the liquid is dielectrically charged (Fig. 9.3c). The solid dielectric energy
scales as the charged volume, which is equal to the L/S area times the (constant)
material thickness. Along with this energy stored in the material, there is also an
energy stored in the voltage source. The total energy now becomes [29, 43, 51]:

U =
(
σLS −σSG − εSV 2/2h

)
ALS +σLGALG, (9.1)

where σXY are the surface tension coefficients, AXY are the interface areas, L, S, and
G denote liquid, solid, and gas, εS is the dielectric constant of the solid and h is its
thickness. This is the new energy that must be minimized by the liquid shape and
it alters the classical Young energy minimum [43, 49, 50] to the Young–Lippmann
minimum [48]:

cosθ =−(
σLS −σSG − εSV 2/2h

)
/σLG. (9.2)

In this way the applied voltage V changes the contact angle θ , i.e., the shape, of the
liquid droplet.

Our interest is in controlling the dynamics of electrowetting, so beyond equilib-
rium, we require models for the fluid dynamics. As stated earlier, our modeling must
capture the essential physics but still be tractable (computationally cheap, of a suit-
able form) for control design. Our prior dynamic modeling efforts [19, 45, 52] have
focused on the UCLA electrowetting system, a planar liquid-in-air electrowetting-
on-dielectric (EWOD) system [30, 31, 39] (Fig. 9.4). (Also see Lu et al. [53].) For
dynamic modeling of EWOD, the critical aspects are the low Reynolds number fluid
dynamics of the bulk liquid (water, glycerine, etc.), the liquid/air boundary condi-
tions, numerical methods for tracking the moving liquid/air interfaces and enforcing
appropriate boundary conditions, as well as incorporating loss mechanisms such as
contact angle saturation, contact line hysteresis and pinning/de-pinning which limit
system performance [29].

We model the bulk fluid flow by simplifying the Navier–Stokes equations.
The continuum assumptions behind the NS equations remain valid because the
micrometer device length scales are still far greater than the mean free path of
both air and water molecules [16]. Because we are modeling the flow of water or
glycerine, incompressibility and Newtonian fluid assumptions also hold [15]. At low
Reynolds numbers, for flow of liquid surrounded by air between two narrowly
spaced plates (Fig. 9.5), the Navier–Stokes equations reduce to the Hele-Shaw
equations [54,55], with a pressure boundary condition given by the Young–Laplace
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Fig. 9.4 The UCLA EWOD system. (a) Schematic. (b) Cross-section view [19, 45]. (Used with
permission. Copyright IEEE, American Institute of Physics)

Fig. 9.5 Liquid flow in a
Hele-Shaw cell: the fluid
velocity field is assumed to
have a quadratic profile in the
z-direction [19]. (Used with
permission. Copyright IEEE)

relation at the liquid/gas interface. Thus the two-dimensional fluid equations inside
(the possibly many) droplets actuated by EWOD are given in nondimensional form
as (see [19, 45, 52] for details):

α
∂
⇀
u

∂ t
+β

⇀
u +∇p = 0, in Ω

∇2 p = 0, in Ω, (9.3)

where Ω is the domain of the liquid,
⇀
u is the two-dimensional vector velocity field

(in the plane of the device), and p is the pressure. The nondimensional constants α
and β depend on the fluid parameters and the geometry of the device:

α =

(
ρLU0

μ

)
Ca, β = 12

(
L
H

)2

Ca, Ca =
μU0

σLG
,

where ρ is the fluid density, H is the height between the parallel plates, L is the
planar liquid length scale (e.g., the pitch of the EWOD electrodes), U0 is the velocity
scale, μ is the dynamic viscosity, Ca is the capillary number (the ratio of viscosity
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versus surface tension forces), and σLG is the surface tension coefficient of the
liquid/air interface. The time derivative term in (9.3) is nonstandard, usually it is
negligible in microflows, but it is included here because fast actuation of the EWOD
electrodes can lead to an imposed fast time-scale making local momentum effects
(the ∂

⇀
u/∂ t term) appreciable. The convective momentum term (

⇀
u ·∇)

⇀
u in the

Navier–Stokes equations remains negligible even with fast EWOD actuation (see
[19] for details) and so does not appear in our model. Crucially for control design
(see the next section) this means the bulk fluid equations are linear from pressure to
velocity.

Boundary conditions at the liquid/air interface drive the bulk flow. These
conditions include surface tension, electrowetting actuation (which is really a
competition between dielectric and surface tension energy as described above but
effectively acts at the liquid/gas interface), electrowetting loss-phenomena (such
as contact angle saturation), and pinning and de-pinning of the triple line (the
moving liquid/gas/solid interface). A portion of these effects can be written in a
straightforward way, in particular surface tension [49, 50] and ideal electrowetting
actuation [29, 48] have standard descriptions, but interface loss-phenomena, such
as contact angle saturation and triple line pinning, are subtle, depend on fine scale
physics and chemistry, vary from system to system, and remain the subjects of fierce
debate.

Surface tension creates a pressure jump across curved interfaces [49, 50], this
pressure jump is quantified by the classic Young–Laplace relation [55]:

Δp̃ = σLG(κ1 +κ2), (9.4)

where κ1 and κ2 denote the principal curvatures [56] (we have written this equation
in dimensional form). In the planar EWOD devices, we can take the principal
curvatures to have one direction in the plane of the device and the other along
the channel height. After nondimensionalizing and setting the arbitrary outside
reference pressure to zero, the nondimensional pressure just inside the liquid/air
interface is given by [19]:

p = κ +
L
H

κz, on Γ (9.5)

where p = Δp̃/ΔP0, κ is the curvature of the liquid/air interface in the plane (the
xy curvature), κz is the curvature of the interface in the vertical z-direction, and
ΔP0 = σLG/L is the dimensional pressure scale.

Electrowetting actuation modifies the pressure of (9.5) by bending the interface –
it changes κz. For a small vertical gap H, which allows us to assume that the
liquid/air interface is circular in the vertical direction, there is a direct geometric
relation between κz and the local top and bottom contact angles θt and θb. In the
UCLA devices, electrodes are placed on the bottom and so it is θb that is actuated –
whenever an electrode is turned on the local contact angle above it decreases (the
liquid spreads out). For applied voltages that cause small or medium changes in
contact angle, the relation between the cosine of the angle and the applied voltage
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is quadratic ((9.2), the Young–Lippmann relation). But relation (9.2) does not hold
indefinitely, at some point further increasing the actuation voltage brings into play
non-ideal phenomena that prevent a further decrease in contact angle – this is known
as contact angle saturation and is one of the fundamental limits of electrowetting
performance. Causes of contact angle saturation are under debate, they vary from
system to system [29], and they are difficult to predict from first principles. Thus, in
our modeling, we have quantified the relation between the applied voltage V and the
resulting contact angle θ (V ) by fitting to experimental data for the UCLA system
(see [19, 45]).

In addition to contact angle saturation, there is also contact line pinning. Line
pinning is the phenomenon that prevents droplets from sliding down a vertical
window pane, it can oppose gravity at zero velocity, its force is not proportional
to a fluid shear, and it is, therefore, not a viscous effect per se. Rather, it is a
kind of molecular adhesion that occurs at the triple contact line of the droplet
[57]. In electrowetting devices it can prevent droplets from returning to a perfectly
circular shape when electrowetting actuation is turned off, which is what they would
do under surface tension in the absence of pinning. Like contact angle saturation,
the physics of contact line pinning is complex and under debate. It is often modeled
by fine scale atomistic simulations which are too computationally expensive to be
included in models for control. Recently, we proposed a modeling paradigm that
includes a simple description and can numerically track pinning [45] but we have
not yet carried out control studies for this new modeling capability.

Solving the bulk flow equations with the boundary conditions above (equation
(9.5)) yields a flow velocity at each time, and this flow velocity convects the fluid/gas
interface Γ as follows. For each point

⇀
x on the interface:

∂
⇀
x

∂ t
=

⇀
u(

⇀
x ) =

[
⇀
u (

⇀
x ) · n̂(⇀x )

]
n̂(

⇀
x ), (9.6)

the velocity of that point is given by the flow velocity at its location. However, since
the change in droplet shape is due only to the normal component of the velocity, the
second form in (9.6) is also correct, where n̂ is the unit outward normal.

To summarize the model, the planar bulk fluid dynamics of the liquid is described
by (9.3), the air is ignored, and the liquid/air boundary conditions that drive the bulk
flow are given by (9.5). Here κz depends on the voltage applied at the electrode
underneath that portion of the interface and its dependence on that voltage is
identified from experiments. This gives a complete set of equations for the pressure
and fluid velocity at each time. The fluid velocity then updates the shape of the
liquid by (9.6).

A sound numerical implementation of this model is difficult. The hard part
is good numerical tracking of the moving interfaces, which move quickly and
undergo topological changes (split and merge events), and accurately computing
and applying interface boundary conditions. In particular, surface tension boundary
conditions require a clean and robust computation of interface curvature: this
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involves a second derivative in space and can lead to large numerical noise if not
handled correctly. In our first numerical implementation, we tracked interfaces by a
level-set approach [19]. The level-set method implicitly tracks the liquid boundaries
as the zero level-set of a scalar function defined on the plane [58–60]. This function
is convected by the fluid velocity and so deforms and changes shape – its zero level
corresponds to the liquid/gas boundary. In level-set approaches there are issues with
computing curvature and enforcing mass conservation. Using an explicit calculation
of curvature requires restricting the time-step to be less than the square of the mesh
spacing, which can be expensive [58,59]. Computing the curvature implicitly can be
done in the level-set framework [61] but is more expensive. Mass conservation is an
issue because the standard level-set schemes are not globally conservative, thus they
tend to lose mass over the course of a simulation [58,62,63]. This can be alleviated
by other techniques [64–66] but they further complicate the method.

In our more recent work [45,52,67], we use a variational front-tracking approach
that represents the interface explicitly and solves the underlying PDEs using a
variational formulation which is discretized by a finite element method. Our new
method has the advantage that it is globally conservative, so mass conservation
is not an issue. Here we discretize curvature using a semi-implicit method that
is straightforward to implement in our variational approach. In this new method
we have to deal with distortion of the underlying finite element mesh and this is
especially important in the case of topological changes. But we handle this by a hy-
brid variational front-tracking level-set approach that is able to take explicit meshes
through a pinching/merging event without too much computational overhead [67].
The primary advantage of the level-set method is enabling topological changes and
we use it in this way only when we need it (i.e., only where and when a pinch
or merge event occurs). Another advantage that our variational approach has is in
modeling and computing the effects of contact line pinning which we describe in
detail in [45]. Our contact line pinning hybrid method uses a variational inequality
to capture the pinning effect – it is not at all obvious how this could be implemented
in a pure level-set framework.

Our numerical models evaluate in minutes on a laptop computer and accurately
capture behavior observed experimentally in the UCLA EWOD systems. Figure 9.6
shows a representative sample of results (taken from [45]). Our models are fast yet
accurate; this makes them amenable to the control design discussed next.

�
Fig. 9.6 A sample of comparisons between our EWOD model and experimental data from UCLA
(from [45]). In all panels, the simulated interface is the solid curve (white for free, gray for locally
and transiently pinned), and the experimental interface is visible as a thin line that is sometimes
motion blurred. The numbers show the voltage applied at that electrode pad. The view is from the
top through the top transparent electrode of Fig. 9.4. From top to bottom: (a) drop being split into
two, (b) two drops joining into one, and (c) a drop being moved along a complex path. The model
includes a simple force–threshold contact line pinning description that enables us to capture, to a
degree, the final noncircular pinned shape of the droplet [45]. (Used with permission. Copyright
American Institute of Physics)
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Fig. 9.7 Existing (move, split, join, and mix) capabilities of electrowetting devices are shown
schematically above (see [24,30,40,68–71]) alongside the new particle steering capability enabled
by the control methods described next. The view is from the top. Shaded circles represent droplets
of liquid. Squares are electrodes where the dotted hatching indicates the electrode is on. Directed
lines specify the direction of motion. The multishaded droplet shows the diffusion and mixing of
two chemicals, here mixing is enhanced by the fluid dynamics created inside the droplet due to its
imposed motion [72]. (Used with permission. Copyright Royal Society of Chemistry)

9.2.2 Control

Current electrowetting systems use simple control scripts but can already perform
the key operations outlined in Fig. 9.7 – they can move, split, and join fluid droplets
and effectively mix chemicals inside them. Feedback control can improve precision
and robustness and our specific results below could enable manipulation of individ-
ual particles within single EWOD droplets – a new capability for electrowetting.
The control algorithms presented next are based on the EWOD model developed
above ((9.3) through (9.6)) but without contact line pinning.

9.2.2.1 Control for Particle Steering

Steering of multiple particles inside EWOD driven droplets, using actuators al-
ready available in standard EWOD devices, requires more sophisticated control

Not for resale



9 Feedback Control of Microflows 281

of the electrode voltages. The voltages directly influence, through the boundary
conditions, the pressure gradient field inside the droplet (see (9.5)). Hence, by
manipulating the voltages, we can control the fluid flow fields (9.3), and thereby
control the velocities and positions of particles inside the liquid droplets. We con-
sider neutral (uncharged) particles that are simply carried along by the (vertically
averaged) planar fluid flow. Thus a particle at the location (x, y) will simply follow
the velocity of the fluid at its location:

ẋ = u(x,y), ẏ = v(x,y), (9.7)

where (u, v) is the flow field from (9.3) and the dots denote derivatives with respect
to time. Therefore, our control problem is to find electrode voltage sequences that
create temporally and spatially varying flow fields that will carry the target particles
along their desired trajectories.

The control problem described above is a trajectory-tracking problem: we seek to
find the control inputs that will cause the system (in this case the particle positions)
to follow a desired trajectory. A naı̈ve inspection of the equations of motion,
especially (9.3) for the particle dynamics, would suggest that the control problem
is standard in linear control theory and that a linear quadratic regulator (LQR)
tracking controller [73] could be used. However, the particle motion depends on the
droplet shape and on the number of electrodes that the droplet overlays at any given
moment. This information is not known a priori, which means that an LQR approach
cannot be used. For this reason, we do local estimation and control at each time-
step of our simulation using a least-squares framework to compute the necessary
pressure boundary conditions, and then find the electrode voltages that will achieve
these boundary pressures. Any particle deviation from the desired trajectory that
may arise from thermal fluctuations, external disturbances, and actuation errors is
corrected using feedback of the particle’s position. Figure 9.8 gives a diagram of the
needed closed-loop feedback architecture.

For a single particle, the control algorithm would proceed as follows:

1. Initialization: represent trajectory as a set of points connected by straight lines.
2. Find the particle position and the location of the droplet boundary.
3. Find the closest trajectory point to the particle.
4. Set the particle’s desired direction of motion to be toward a nearby next trajectory

point.
5. Solve a least-squares problem for the necessary voltage actuation to induce a

pressure gradient field that will move the particle along the desired direction of
step 4.

6. Apply control voltages, solve for the resulting pressure and fluid velocity, and
update the position of all the particles. Advance to the next time-step of the
simulation. Go back to step 2 and iterate.

The control algorithm details are described next.
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Fig. 9.8 Particle steering closed-loop feedback control architecture. (1) The EWOD device will
be observed by (2) an image system (a microscope/camera or an on-chip contact imager) which
transmits information to (3) a computer or chip that contains (3) an image processing algorithm to
identify droplet shapes and the location of the particles and a control algorithm that computes the
actuator voltages that will move the particles from where they are to where they should be, and
(4) these actuation voltages are then applied on the EWOD device. The loop would repeat at each
time step to steer the particles along their desired trajectories. The zoomed top view of the EWOD
device shows a single droplet with one particle floating inside. The curvy line indicates the desired
path of the particle. In our simulated control algorithm, we sample the trajectory by many points
(only seven points are shown here; see the numbered stars 1–7)

Algorithm Initialization

We represent the desired trajectory curve for each particle as a fine sampling of
points connected by straight lines. The points are indexed in the order in which
the particles should follow them (i.e., the trajectory is parameterized; see Fig. 9.8).
Complicated trajectories are broken up into separate segments for ease of particle
tracking. For simplicity, only one particle and trajectory is considered in the
following sections. Simultaneous multiple particle steering is discussed in the least-
squares step.

Particle Position and Droplet Boundary Sensing

We need to know the shape and position of the droplet as well as the position of
each particle in order to apply our control algorithm. At the beginning of each time
step, we obtain the position of the particle and the location of the droplet boundary
using feedback through a vision system (see Fig. 9.8). The issues of integrating a
vision system with an EWOD device are not considered here. For the purposes of
this chapter, the particle positions and droplet shape information are taken directly
from the simulation.
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Compute the Desired Direction of Particle Motion

Next, the desired direction of motion for the particle is chosen to be a unit vector
that points from the particle’s current coordinates toward one of the trajectory points.
Since maximum forcing of the pressure gradient is used to drive the particle in the
desired direction (see Fig. 9.10), it is necessary to choose a trajectory point that is
just out of reach of the particle for the current time step. Otherwise, it is possible
that the particle could overshoot trajectory points and trace out an unwanted zigzag
path around the trajectory.

Hence, we find the target trajectory point by first finding the closest trajectory
point to the particle. Then, using the trajectory parameterization (i.e., the index list;
see Fig. 9.8), we look ahead after the closest point and choose the target to be the
first trajectory point that is at least one grid spacing away. This ensures the particle
will move forward along the trajectory. It also guarantees that the target point is out
of reach because the time steps of our simulation are chosen by the CFL criterion
[74], which says that no particle can move more than a grid step at each time-step.
If the closest trajectory point is the last point of the trajectory, then the particle aims
for the last point.

For a self-intersecting or extremely curvy trajectory, it is possible that the particle
could become stuck in a loop and not travel the entire trajectory. We resolve this
issue by breaking the trajectory into smooth segments that do not intersect and only
allow the particle to see one segment at a time. As a result, the particle follows
one piece of the trajectory until it reaches the end, where our algorithm switches to
the next segment. Therefore, without loss of generality, we assume in the following
subsections that the trajectory consists of just one segment.

The forcing of the particle is created by the pressure gradient. And the desired
unit vector discussed above determines the direction of forcing. This unit vector is
used in the next section to calculate the pressure boundary conditions needed to
realize the pressure gradient that will move the particle in the desired direction.

Least-Squares Solution of the Required Pressure Boundary Conditions

Figure 9.9 shows a top view of a sample droplet in the EWOD device containing a
single particle. The current drop shape overlaps four electrodes; hence four actuators
are available to move the single particle. In each of the four cases, only one electrode
is on; the rest are off. The arrows inside the droplet show the fluid flow for each of
the four voltage actuations. The black dot represents the particle with a thick arrow
indicating the negative direction of the pressure gradient at the particle location (note
that the fluid flows opposite to the pressure gradient).

Our algorithm centers on the idea of taking the right linear combination of
pressure gradients in Fig. 9.9 to make the particle (or particles) move in the
direction(s) we want at a particular time step. This will directly correspond to finding
the right combination of electrode voltages at every time step to realize the desired
particle motion (or motions).
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Fig. 9.9 Linear combination of pressure gradients for a single droplet overlaying four electrodes
(small dashed squares). The diagram above shows a droplet in an EWOD system with four different
instances of voltage actuation. In each instance, only one of the four electrodes is on. The particle
floating inside the droplet (black dot) has a thick arrow indicating its direction of motion for each
single electrode actuation. These arrows actually represent the opposite direction of the pressure
gradient when a unit pressure boundary condition is set on the thick curve that overlays the shaded
electrode, with zero pressure boundary conditions everywhere else. The thin curvy arrows show
the fluid flow inside the droplet. Since the pressure equation (second equation in (9.3)) is linear, we
can make the particle move in any desired direction by taking an appropriate linear combination of
the four possible boundary conditions given above [72]. (Used with permission. Copyright Royal
Society of Chemistry)

First, given the current droplet configuration, we solve the pressure equation
in (9.3) for the pressure field inside the droplet for a single active electrode. The
pressure boundary conditions are defined to be one on the droplet boundary that
lies over the active electrode and zero everywhere else (see Fig. 9.9). From the
pressure solution, the pressure gradient at each particle’s position is computed. After
repeating this for each electrode, we obtain a matrix of pressure gradients:

G =−

⎡
⎢⎣

∇P1(x1,y1) · · · ∇PN(x1,y1)
...

. . .
...

∇P1(xm,ym) · · · ∇PN(xm,ym)

⎤
⎥⎦, (9.8)

where (x j, y j) are the coordinates for the jth particle. Each column of pressure
gradients ∇Pk(x j, y j) in the matrix corresponds to a single active electrode; each row
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to a single particle. The total number of particles is m and the number of available
electrodes is N. The minus sign accounts for the direction of particle motion.

Next, given the desired pressure gradient at each particle’s location in the droplet,
we wish to find the appropriate boundary conditions to realize it. Since Laplace’s
equation for the pressure in (9.3) is linear regardless of the droplet shape, solutions
for single active electrodes can be combined linearly to obtain the pressure gradient
field due to many active electrodes. This reduces our problem to solving a linear
system:

Gα = b, α =

⎡
⎢⎣

α1
...

αN

⎤
⎥⎦, b =

⎡
⎢⎣

∇PD(x1,y1)
...

∇PD(xm,ym)

⎤
⎥⎦, (9.9)

where ∇PD(x j, y j) is a 2× 1 vector representing the desired pressure gradient at
the jth particle and α is the vector of boundary values that will achieve b. We set
∇PD(x j, y j) equal to the unit vector that represents the desired direction of motion
for the jth particle. If 2m ≥ N, the number of particle degrees of freedom is greater
than the available actuators and (in general) (9.9) cannot be solved exactly. Then, a
least-squares solution is needed to obtain the best fit of actuations α . Otherwise, it
is a pseudo-inverse problem, which has a solution as long as the matrix G has full
row rank [75].

We solve (9.9) for α using singular value decomposition (SVD) [75]. In addition,
each component of the solution vector must be made to satisfy an inequality
constraint:

αmin ≤ α j ≤ αmax, 1 ≤ j ≤ N, (9.10)

where αmin and αmax are the minimum and maximum values that the pressure
boundary condition can be for any electrode. These constraints come from the
limitations of varying the contact angle (i.e., contact angle saturation). Hence, αmin

and αmax are related to the maximum and minimum contact angles achievable in
the EWOD device. In order to satisfy (9.10), we take the solution α to (9.9) and
transform each of its components so that the full dynamic range of boundary forcing
is utilized (see Fig. 9.10).

With this new transformed α , we know what the pressure boundary values
should be to realize the desired pressure gradient field. But it is not possible to
exactly enforce α because we cannot directly control the planar curvature term κ
in (9.5). For a circular droplet, the planar curvature term is constant and has no
effect on the pressure gradient field [76]; hence, it can be ignored. Using (9.5),
it is straightforward to compute the contact angles needed to implement α . For
noncircular droplets, we still use the same procedure. It is not reasonable to use the
planar curvature term in our control algorithm because it involves 2nd derivatives of
data that cannot be accurately measured in experiments [77]. Instead, we view it as a
small error to the desired directional forcing of the particles. This error grows as the
droplet deviates from being a circle. This is not a problem for particle steering for
two reasons. First, the linear transformation of the boundary conditions in Fig. 9.10
ensures maximum forcing of the particles. Thus, the relative magnitude of the error
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Fig. 9.10 Linear transformation of boundary conditions. An example of satisfying the boundary
condition constraints is shown above. On the left, the components of the solution to (9.9) are plotted
with the maximum and minimum constraint bounds denoted by dashed lines (see (9.10)). On the
right, the components have been linearly mapped to enforce the constraints. This introduces a
scaling factor into (9.9), which affects the magnitude of the pressure gradient b vector (i.e., the
magnitude of the force acting on the particles). In effect, this causes the particle to be forced as
much as possible in the desired direction – it imposes a limit on the maximum velocities that can
be applied

due to the xy planar curvature is minimized. Second, any particle trajectory tracking
errors that may occur are corrected through our feedback system (see the numerical
simulations in the next section). However, the planar curvature does limit the type
of trajectories that the particles can follow and this is also discussed in the next
section.

Finally, the electrode voltages needed to actuate the contact angles corresponding
to the pressure boundary vector α are computed by inverting the curve-fitted data of
the contact angle versus voltage function θ (V ).

Apply Voltages, Update Particle Position, Advance to the Next Time-Step

Our simulation advances to the next time step after using the voltages computed
above to solve for the induced pressure and velocity fields. The velocity field is then
used to update the position of the particle (see Fig. 9.11). The scaling described in
Fig. 9.10 ensures the particle will be forced as fast as possible along the desired
direction. Our algorithm runs by repeating this process for each time step.

Multiple particle steering is easily handled by applying the above discussion to
each particle and its respective trajectory. The only change is that the linear system
above has more rows to accommodate the extra particles. If the number of electrodes
is limited, then this can adversely affect the controllability we have. In a single
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Fig. 9.11 EWOD particle steering control algorithm update. The droplet configuration from
Fig. 9.8 is shown in the diagram above. The direction of motion for the particle is toward the
trajectory point that is just out of reach for the current time-step. This control strategy ensures the
particle will move as fast as possible and stay close to its desired trajectory. On the left, the shaded
electrodes contain the voltages needed to move the particle in the desired direction. These are
computed by the least-squares solution discussed above and by the inversion of the contact angle
versus voltage curve-fit θ (V). The varying voltage grid induces a pressure gradient field inside
the droplet such that the pressure gradient at the particle is pointing along the desired direction of
motion. This moves the droplet and particle along the trajectory to the next time-step

small droplet, a single particle can be made to track interesting trajectories as long
as the droplet overlaps enough electrodes (see Figs. 9.12 and 9.13). Also in a small
droplet, two particles can be controlled for simple trajectories as shown in Fig. 9.14.
For more than two particles in small droplets, all but the simplest trajectories (i.e.,
straight lines) cannot be tracked. This is a consequence of the number of actuators
(N, which is typically around four for small droplets that only touch neighboring
electrode pads) needing to exceed the number of particle degrees of freedom (2m)
for the inverse problem to have an exact solution. For larger droplets that overlay
more electrodes, control of more particles should be feasible.

9.2.2.2 Simulation Results and Discussion

In this section, we present some results that demonstrate basic electrowetting
particle steering control using our experimentally validated simulations. A 3× 3
electrode grid is used to actuate and control the droplet and each square electrode
is 1.4 mm on a side. We present four cases that are controllable and three cases that
are not and then discuss the possibilities and limits of our method. The voltages
generated by our algorithm are reasonable and are within the limits of the UCLA
device discussed in [39].
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Fig. 9.12 Particle following a figure “8” path. In the simulation results above, we have a droplet
(denoted by the thick black curve) lying on a 3×3 grid of electrodes (denoted by the dashed lines).
The blue dashed curve is the desired figure “8” path and a black dot represents the particle with
a thick red arrow pointing in the desired direction of travel. The red curve is the actual path of
the particle. The black arrows inside the droplet denote the fluid velocity field inside the droplet.
The voltages on the grid are time varying in such a way as to keep the particle moving along the
path and are computed using the control method above, (9.8)–(9.10) [72]. (Used with permission.
Copyright Royal Society of Chemistry)

Fig. 9.13 Particle following an angular path (same format as in Fig. 9.12). The particle is able to
track the trajectory very well, including at the corners

Controllable Cases

Figure 9.12 shows a droplet moving in a way that makes a particle floating inside
follow a figure “8” path. A circular droplet starts on the center electrode with a
particle resting in the center of the droplet. The blue dashed curve represents the
desired trajectory, which is made up of a fine sampling of points. Two segments
are used to represent the trajectory because of the self-intersection. The voltages
on the electrode grid are actuated using the control algorithm above, which causes
the particle to move forward along the trajectory. For this case, the droplet always
overlaps enough electrodes to allow it to be controlled in a way that keeps the
particle moving on the figure “8” path. The particle never deviates more than
20 micrometers from its desired trajectory.
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Fig. 9.14 Two-particle control: one particle moves on a quarter circle, the other is stationary (same
format as in Fig. 9.12). The stationary particle’s trajectory is a single point. As the particle on the
right follows the circular arc, the droplet distorts to accommodate both particle motions

In Fig. 9.13, a particle is shown following an angular path that is represented by
five separate straight line segments. This is to prevent the particle from rounding
off the corners as it travels along the trajectory. Just as in Fig. 9.12, the droplet
always overlaps enough electrodes to keep the particle on the path, with a maximum
deviation error of 25μm.

An example of two-particle control is shown in Fig. 9.14. One particle is held
stationary while the other moves along a circular arc. The trajectory for the
stationary particle consists of a single point, which ensures that it stays close
to that point. As the particle on the right follows the circular arc trajectory, the
stationary particle oscillates around its desired position to within 10μm. The droplet
itself becomes deformed because of the limited actuators and the restrictive task of
moving one particle and holding another still. This also prevents the particle on the
circular arc from moving past the point shown in the last frame of Fig. 9.14 and
completing the circle.

In Fig. 9.15, we demonstrate particle separation. A droplet starts in the first panel
with two particles spaced 0.31 mm apart. Both particles follow separate diverging
trajectories designed to stretch the droplet and separate the particles. Once the
particles are near the ends of their trajectories (see the third frame), our control
algorithm turns off and we command an open-loop voltage of 25 V on the middle left
and right electrodes and zero volts everywhere else. This causes the droplet to split
into two smaller drops, each of which contains a single particle. The reason for not
using our control algorithm to complete the split is because of numerical instability.
When both particles are in the lobes of the dumbbell shape of the pinching droplet,
the available forcing at the particles’ positions is fairly weak. This would cause the
condition number of the G matrix in (9.8) to degenerate and produce errors in the
least-squares solution. Therefore, we avoid this by commanding open-loop voltages
that we know will split the droplet (see Fig. 9.6a). Also, see Fig. 9.17 for an example
of how this numerical instability can affect particle control.
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Fig. 9.15 Two-particle separation into two satellite drops (same format as in Fig. 9.12). Each
particle first follows a trajectory that takes them away from each other. When there is sufficient
distance between the two particles, our control algorithm turns off and the separation is completed
in the usual way by applying the open-loop voltages used in the experimental splitting example
(Fig. 9.6a) [72]. (Used with permission. Copyright Royal Society of Chemistry)

Uncontrollable Cases

We now show some cases that cannot be effectively controlled. In Fig. 9.16, a
particle is shown trying to track a sine wave path. The particle is able to track the
trajectory very well until near the end where there is a kink in the particle’s path.
The loss of tracking is because the droplet’s shape and position at that moment are
such that the number of available electrodes is very limited. It becomes impossible
to create a pressure gradient field that will continue moving the particle in the
tangential direction of the desired trajectory. Hence, the particle drifts away from
the trajectory by more than 100μm. This situation corresponds to (9.9) having no
exact solution, which means only a least-squares best fit of the desired pressure
gradient can be computed. Eventually, however, the particle is able to reacquire the
trajectory.

Figure 9.17 shows two, initially separate, particles trying to come together and
touch. The desired motion of the particles induces the droplet to try and pinch
together in an effort to have the particles touch. However, when the particles begin
to near each other, the droplet ceases its splitting action. Instead, the droplet holds
the necking region and begins to oscillate up and down. This is because we are
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Fig. 9.16 Particle traveling on a sine wave (same format as in Fig. 9.12). The particle is able to
track the sine wave path until the last time frame where the particle drifts away from the desired
trajectory (see the kink in the particle’s path)

Fig. 9.17 Two particles trying to come together and pinch a droplet (same format as in Fig. 9.12).
The particles travel on two separate trajectories that would, ideally, bring them together. However,
as they come together, numerical instabilities in (9.9) cause random variations in the control
voltages. This causes the droplet to hold its shape and move up and down in an undesirable way

trying to specify two opposite directions of motion at points that are very close
together, which leads to a numerical instability in solving (9.9). As the particle
positions get closer together, the condition number of the matrix G degenerates
causing spurious oscillations in the control voltages. The droplet is unable to bring
the particles together, much less pinch, because of the randomly varying electrode
voltages.

Figure 9.18 shows two particles trying to follow diverging paths. At first the
droplet is able to deform enough to keep the two particles on their respective
trajectories but this quickly fails. The droplet is unable to continue deforming in
a way that keeps both particles on track and moving forward. Since the trajectories
are just straight lines represented by two points each, the control algorithm keeps
the particles moving forward while trying to force them toward the endpoints of the
trajectories. The end result is both particles stay roughly parallel with each other and
are unable to recover their trajectories. This stems from a lack of available electrodes
and the limitations imposed by contact angle saturation.
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Fig. 9.18 Two particles on diverging paths (same format as in Fig. 9.12). Each particle is
attempting to follow separate trajectories, both of which lead away from each other. Due to
limitations of the pressure boundary actuation, and a lack of electrodes, the control algorithm is
unable to keep both particles moving on their respective paths

The limitations of achievable electrowetting particle control arise from having a
small number of electrodes available for actuation and from contact angle saturation.
Moving several particles in different directions requires many degrees of freedom in
adjusting the pressure boundary conditions. As the droplet moves, it must overlap
enough electrodes to allow the realization of the pressure gradient field needed to
push the individual particles along their trajectories. Hence, a finer electrode grid
would allow more precise control of more particles simultaneously (not surprisingly,
it is more challenging to fabricate electrowetting systems with a finer grid of
electrodes). Also, some trajectories will require the droplet to become extremely
distorted and may require it to split into several pieces. To do this, one needs enough
dynamic range in the boundary forcing to overcome the droplets natural tendency to
remain in a circular shape (see the xy planar curvature term in (9.5)). Contact angle
saturation limits the boundary forcing and the degree of droplet deformation, which
can cause controllability to be lost and particles to drift off their desired trajectories
(see Figs. 9.16 and 9.18). In addition, if two particles are very close together, it is
not possible to force them in arbitrary directions. The limits of boundary forcing and
the numerical instability that enters into solving (9.9) inhibit close-particle control
(as in Fig. 9.17) no matter how many actuators are present.

As of today, EWOD devices employ an electrode pitch and are then used to
manipulate droplet of about that size (if the electrodes are made smaller, then smaller
droplets can be used). This means that there are only a few actuators per droplet
and this allows control of only one or two particles per droplet. Nevertheless, it
is both interesting and surprising that existing electrowetting systems already have
enough control authority to steer single particles along complex trajectories and to
steer two particles along simple paths – usually it is assumed that additional types
of control (e.g., laser tweezers, magnetic forces, etc.) are required to control single
particles inside EWOD systems. In our next example, which uses electro-osmotic or
electrophoretic control, it is possible to control particles with more freedom, to do
so to nanometer precision, and to control particles that try to swim away (we control
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swimming bacteria). We also have initial results on three-dimensional control and
controlling the orientation of objects by creating flows with the right amount of
shear at the objects location.

9.3 Manipulating Objects by Flow Control
and/or Electrophoresis

As in macroscale technologies and applications, there is a need to put things
where they need to go (cells into testing chambers or to sensor locations, quantum
dots into photonic cavities), and this is difficult to do on the microscale. We
have developed, and experimentally demonstrated, a suite of techniques based on
feedback control of the surrounding flow and/or electric fields to steer, place, and
hold objects in microfluidic systems. Flow control methods to individually position
and orient micro- and nanoscale objects, such as nanorods, are being demonstrated
next.

Our approach has advantages over laser tweezers and optoelectronic methods
[78–81], which are the current state-of-the-art approaches for manipulating micro-
and nanoscale objects. Our method is simpler and cheaper. We can control any
kind of visible objects in liquid solutions, not only objects with the right dielectric
properties to permit force trapping by optical or optoelectric means [82]. Our
method can be integrated into a hand-held system, and position error correction
is implemented over a large working area instead of relying on particle capture into
a small optical trap [83] thus allowing robust manipulation over a large region. And
our method has a more favorable scaling with object size [84] – optical forces scale
with the volume of the object making it difficult to control very small objects [85],
fluid control forces scale with the object diameter [15] so we get bigger forces more
easily at the nanoscale. Our large control working region has allowed us to steer
and hold swimming bacteria (we continuously bring them back as they try to swim
away) and the more favorable force scaling has allowed us to manipulate single
quantum dots to nanometer precision for as long as they remain visible [84] without
using high power lasers that can damage the particles they are meant to control. Our
method also has limitations compared to optical methods: laser tweezers can control
more particles at once [82] and they can more readily be used to quantitatively
measure particle-to-particle interactions [86, 87] (for us to measure such forces
would require precision inversion of a fluid dynamic model that has uncertainties
in it that will degrade the inversion). Laser tweezers are also routinely used for
three-dimensional manipulation whereas we have only recently demonstrated three-
dimensional control in simulations [88].

Current applications for our method include manipulation of cells on chip for
basis science biology studies and for lab-on-a-chip applications such as sample
preparation (e.g., sorting out cells of interest, such as bacteria, stem cells, or circu-
lating tumor cells, from human samples), and positioning quantum dots on photonic
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crystals for creating multidot quantum information systems [89]. We envision being
involved in many additional applications now that the method is mature and has
been experimentally demonstrated to be flexible, robust, and nanoprecise.

9.3.1 System Setup and Device Fabrication

Our basic system to manipulate micro- and nanoscale objects by flow or electrical
control consists of a microfluidic device, a microscope and a camera to observe
the location of objects inside the device in real-time, actuating electrodes powered
by a digital to analog converter, and a control algorithm on a standard personal
computer (Fig. 9.19). The microfluidic device is made out of a soft polymer
(polydimethylsiloxane (PDMS)) and is fast and easy to fabricate. It can be laid on
top of other devices, e.g., on top of a glass device with patterned chemical features,
on top of a silicon device with other MEMS capabilities, or on top of a photonic
crystal for our quantum dot placement project. Details on system setup are given in
[83]. More advanced capabilities, to manipulate swimming cells, to steer and trap
multiple particles at once, and to place single quantum dots to nanometer precision
on chip are described in [83, 84, 89].

9.3.2 Physics and Modeling

Our system can actuate micro- and nanoscale objects in one of two ways. It can
either move the fluid in the device by electro-osmotic actuation (described next)
to carry particles along, this works for both neutral and charged particles; or, if a
particle is charged, then it can be actuated by an electric field which applies an
electrostatic (Coulomb) force and moves the particle relative to the surrounding
fluid (electrophoretic actuation) [49, 50]. Particles often acquire a surface charge
through weak chemical interactions with the surrounding fluid, for example the
polystyrene beads we used in [83] have a surface charge in water as do the yeast cells
we also controlled. Thus charged particles are the norm rather than the exception
but the amount of charge can vary depending on the chemistry of the object and the
surrounding medium.

Electro-osmotic actuation of flow is routine in microfluidic devices, e.g. [90–
92]. Here an applied electric field electrophoretically moves a thin layer of charges
that form naturally at the fluid/device interface. Typically, these charges are ions
present in the liquid that migrate to the solid/liquid boundary to shield stationary
charges formed there, for example, by weak acid/base chemistry occurring at the
interface (the same type of chemical mechanisms also lead to charge formation on
the surfaces of particles). Which charges (positive or negative) and how much they
accumulate inside the liquid immediately adjacent to the device surfaces depends
on the chemistry of the liquid and solid materials, on the pH, the amount and type
of dissolved ions, surface treatments, and many other factors [93–95]. The electric
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Fig. 9.19 Our flow control system for a single particle. Top: Photograph of the experimental setup,
the flow control device is on the right on top of the inverted microscope which is connected to
a CCD camera. Bottom left: Photograph of a four-channel PDMS on a glass device filled with
blue food coloring to clearly show the microfluidic channels and reservoirs. Each microchannel
is 10 mm long, 50μm wide close to the particle steering intersection region and 300μm wide
otherwise, and 10μm deep. Bottom right: Schematic of the channel intersection and the 100μm×
100μm cell steering control area. The corresponding system closed-loop block diagram is shown
in Fig. 9.21

field applied by the electrodes moves these free charges (the Debye layer) in one
predominant direction. This thin moving layer of charges then drags the rest of the
fluid along by viscous forces, the electro-osmotic actuation (Fig. 9.20). (Charges in
the interior of the fluid do not cause a net fluid motion, since there is essentially an
equal number of positive and negative ions. Only a small fraction of ions of one type
are taken away into the Debye layer. The remaining interior charges create equal and
opposite electrical forces on the fluid in the channel center, their only net effect is to
move through the fluid and heat it.) A more detailed description and analysis of the
physics of electro-osmotic actuation can be found in [49, 50, 96].
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Fig. 9.20 The physics of electro-osmotic actuation. A schematic side view through a microfluidic
channel is shown (the channel wall is on the left side, the flow is being electro-osmotically actuated
up the channel by the applied electric field). The minus signs represent the fixed charges at the
solid/liquid interface, large circles (+ or −) show ions naturally found in the liquid (e.g., in
water). These ions accumulate to shield the surface charges forming a thin Debye layer that has
a predominant charge (here mostly positive, on the left). The electric field moves this layer and it
drags the fluid in the channel by viscous forces. Charges in the interior of the channel (the “neutral
zone”) remain essentially balanced (only a small fraction of the charge goes to the surfaces) and
so they create no net fluid motion effect [96]. (Used with permission. Copyright COMSOL)

In electro-osmotic flow the fluid is dragged by moving charges that are actuated
by the applied electric field. In our planar devices this means that the flow will
follow the electric field that is present at the floor and ceiling of the device. The
electric field we apply is uniform in the vertical direction but it can have complex
patterns in the horizontal xy plane. The resulting microflow will exhibit these same
complex horizontal patterns. It is possible to show this rigorously starting from the
Navier–Stokes equations, as we do in [97], the end result is that the fluid velocity
follows the applied electric field essentially instantaneously (with a microsecond
time constant) [98, 99]. Thus, see also [49],

⇀
V (x,y,z, t) = (εξ/η)

⇀
E (x,y, t) =−(εξ/η)∇φ(x,y, t), (9.11)

where
⇀
V is the electro-osmotic fluid velocity,

⇀
E is the applied electric field which

is uniform in the vertical direction, φ is the electric potential as created by the
actuators of Fig. 9.19, ε is the permittivity of the liquid, η is its dynamic viscosity,
and ξ is the zeta potential (essentially the voltage) at the liquid/solid interface
[49, 50]. Electric fields are governed by Laplace’s equation, the electrostatic limit
of Maxwell’s equations [51], with boundary conditions at the electrodes set by the
voltages that we apply there.
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In the above it is ξ which quantifies the amount of charge that is contained in the
Debye layer. Since this value depends on the details of the surface chemistry and
cannot be predicted a priori, it is usually inferred from experiments by applying a
known electric field and measuring the resulting flow velocity. The chemistry that
happens at the solid/liquid interface is complicated and so the above discussion of
electro-osmotic actuation should be understood as a first order simplified expla-
nation (further explanations can be found in [100, 101]). Although the underlying
chemical principles of electro-osmosis are still not well understood, that does not
prevent us from using it to precisely control microscopic and nanoscopic particles
as we show in the remainder of this chapter.

Neutral particles are carried along by the created electro-osmotic flow. In addi-
tion, these particles experience Brownian motion. When the particles are compara-
ble in size to the channel height, as for example the yeast cells that are ∼5μm in
diameter compared to the 11μm high channels we used in [83], then the channel
floor and ceiling constrain vertical diffusion. When the particles are small, e.g., the
nanoscopic quantum dots, then they diffuse in all three directions. In either case,
we only control their motion in the xy plane leaving their motion to be free in the
z-direction.

Thus, in the plane, the particle positions are governed by
⇀̇
P j =

⇀
V (

⇀
P j)+

⇀
w,

where
⇀
w is Brownian noise and

⇀
P is the vector of particle x and y positions.

The electric potential is described by Laplace’s equation ∇2φ = 0 with Dirichlet
boundary conditions at the electrode boundaries φ(∂D j) = u j, where ∂D j denotes
the liquid/electrode interface location and u j is the jth applied voltage. Insulating
Neumann conditions hold at other surfaces. The solution of Laplace’s equation is
linear in the applied voltages so:

⇀̇
P=

⇀
V

(⇀
P
)
+

⇀
w =c

⇀
E

(⇀
P
)
+

⇀
w = − c∇φ

(⇀
P
)
+

⇀
w = − c

n

∑
j=1

∇φ j

(⇀
P
)

u j+
⇀
w,

(9.12)

where c = εξ/η is the electro-osmotic mobility, φ j is the solution to Laplace’s
equation when electrode j has a unit applied voltage and all other electrodes are
at zero voltage, and

⇀
u is the time-varying vector of applied voltages. Note that the

velocities of the particles are in the direction of the locally applied electric field
and so depend on where they are with respect to the electric potential φ(x, y). For
the same set of voltages, two different particles in two different locations can be
actuated in different directions. In summary, the equations to be controlled for m
neutral particles are linear in the control and nonlinear in the particle positions,
they are:

⇀̇
P = A

(⇀
P
)

⇀
u +

⇀
w, (9.13)

where
⇀
P= (x1,y1,x2,y2, ...,xm,ym) is the position vector for the planar location of

the m particles of interest and the A matrix contains spatial information about the
electric fields originating from each electrode.
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If the particles are charged then there is an added electrostatic force that also
points with the electric field – either along it for a positively charged particle or
directly opposite it for a negatively charged particle. This can be incorporated into
the A matrix by modifying the mobility coefficient for each particle. Variations
in the electro-osmotic zeta potential and the amount of charge on the particles
can change these mobility coefficients, but the control algorithm is robust to these
variations – the control basically sets the direction of particle motion at the location
of each particle. So long as the sign of the mobility coefficient for that particle
does not flip (a rare occurrence) the control works. To further improve performance,
we usually identify the mobilities of the particles of interest before starting an
experiment by applying a known electric field and observing their resulting velocity
through our vision system. Our particle steering experiments in [83] function to
1μm precision even though the polystyrene particle and cell mobilities in that
case are only known to within ±50%. Our quantum dot experiments show 45 nm
accuracy even though the charge on the QD also varies.

9.3.3 Feedback Control

Figure 9.21 shows the basic control idea for a single particle: a four channel
microfluidic device, an optical observation system, and a computer with a control
algorithm are connected in a feedback loop. The vision system locates the position
of the particle in real-time, the computer then compares the current position of the
particle with the desired (preprogrammed or user input) particle position, the control
algorithm computes the necessary actuator voltages that will create the electric field,
or the fluid flow, that will carry the particle from where it is to where it should be,
and these voltages are applied at electrodes in the microfluidic device. For example,
if the particle is currently South/East of its desired location, then a North/West flow
is created. The process repeats at each time instant and forces the particle to follow
the desired path (see [83, 102] for details).

Surprisingly, it is also possible to steer multiple particles independently using
microflow control [20]. A multielectrode device is able to actuate multiple fluid
flow or electric field modes. Different modes cause particles in different locations to
move in different directions. By judiciously combining these modes, it is possible
to move all the particles in the desired directions. We note here that this kind of flow
control, where we control the fluid so precisely that we can hold or steer multiple
objects at once in different locations, is not possible in macroscale fluid dynamics.
Here we are exploiting the linear nature of the electrostatic equations and Stokes
flow (the nonlinear fluid momentum terms, the “Navier” part, are negligible on the
microscale) to be able to invert the problem to achieve control. We certainly would
not be able to invert a high Reynolds number or turbulent flow in the same fashion
since it would amplify small changes in actuation to large errors in particle motion.

The multiparticle steering control algorithm is more sophisticated than the single-
particle algorithm: its operation relies on inversion of the flow and electric fields
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Fig. 9.21 (a) Feedback control steering approach for a single particle. A microfluidic device with
electro-osmotic actuation is observed by a vision system that informs the control algorithm of the
current particle position. The control algorithm compares the actual position against the desired
position and finds the actuator voltages that will create a fluid flow, at the particle location, to steer
that particle from where it is to where it should be. The process repeats continuously to steer the
particle along its desired path. (b) Four basic flows that can be generated by applying a voltage to
each electrode individually (from simulations). By actuating these four flows together correctly, it
is possible to generate an electrokinetic (electro-osmotic + electrophoretic) velocity at the chosen
particles location in any desired direction to always carry that particle from where it is to closer to
where it should be [83]. (Used with permission. Copyright IEEE)

predicted by the model. An eight-electrode device, as in Fig. 9.22, can create seven
independent electric/fluid modes (one of the eight electrodes acts as ground, or,
equivalently, if the electrodes float, raising or lowering all of them by a constant
voltage does not impact the electric field, so only seven degrees of freedom remain).
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Fig. 9.22 Electro-osmotic microflow modes for an eight-electrode device. The above figure shows
the first, third, fifth, and seventh modes computed from the model stated above (also see [20, 83]).
The two example neutral particles A and B (shown as black dots above) will then experience the
velocities shown by the arrows [83]. (Used with permission. Copyright IEEE)

Four of these seven modes are shown above. The key point is that the different
modes force particles at different locations in different directions (see particles A
and B in Fig. 9.22): by intelligently actuating a combination of modes, we can force
all the particles toward the right locations at each instant in time. Since each particle
has two degrees of freedom (an x and a y position), an eight-electrode device can
precisely control up to three particles (particle degrees of freedom 3× 2 = 6 ≤ 7
actuation degrees of freedom).

In its simplest incarnation, the multiparticle control algorithm works as follows
(details in [20]). We define a desired correction velocity vector between where all
the particles of interest are observed to be versus where we would like them to be at
the current time:

⇀
v correction= k

(⇀
Pdesired −

⇀
Pobserved

)
, (9.14)
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here k is the control gain. Our task is now to choose the voltages at the electrodes
to create a velocity as close to this desired correction velocity as possible. Since, by
(9.13), there is a linear relation between the control and the velocity (we know the
particle positions since the camera can see them), and since this velocity is achieved
essentially instantaneously as soon as we apply the voltages, we can solve a static
linear problem to determine the needed set of electrode voltages. Specifically, as in
the EWOD problem, we solve a least-squares problem to find the set of actuator
voltages that will create velocities at all the particles of interest as close as possible
to the desired correction velocities. The other particles (the particles not of interest)
are actuated in some random way that depends on the electric fields they will see at
their locations. This gives the feedback control:

⇀

u∗ =
[
AT

(⇀
P
)

A
(⇀

P
)]−1

AT
(⇀

P
)

⇀
v correction

= k
[
AT

(⇀
P
)

A
(⇀

P
)]−1

AT
(⇀

P
)(⇀

Pdesired − ⇀
Pobserved

)
. (9.15)

For the case where there are more actuation than particle degrees of freedom
(n− 1 ≥ 2m), the A matrix typically has full row rank (unless two particles are
at the same location) and the above least-squares answer achieves the desired
velocity with minimum control effort (with minimum ‖⇀u‖2) [75]. For cases where
we try to control more particle degrees of freedom than we have actuators, the
experimental performance rapidly degrades to unusable. For example, four particles
(eight degrees of freedom) can be controlled badly by eight electrodes (seven
degrees of freedom, one electrode is ground), but five particles cannot. Since it is
possible to fabricate devices with many electrodes, the real limit to the number of
particles that can be controlled is the condition number of the matrix A as discussed
below.

We pre-compute the electric fields that make up the matrix A ahead of time, this

means we can use a lookup table to determine A for any particle positions
⇀
P seen

by the camera. We then compute the pseudo-inverse (AT A)−1AT in real-time, in
milliseconds, as the control proceeds. It is convenient to carry out this calculation
in the coordinate system of the fluid modes of Fig. 9.22 (the singular values modes
of the matrix A evaluated on a fine grid of points). The dominant (lower spatial
frequency) modes are the ones that are better conditioned: at the higher spatial
modes very high voltages are required to create even small fluid velocities. Thus
we truncate our matrix A onto these first modes and compute the pseudo-inverse
above for that well conditioned matrix. It is in fact this conditioning that sets
how many particles we can control at once. For our experimental image sensing
and actuation errors, we can robustly access just over the first ten or so modes
which means we have been able to control up to five particles simultaneously in
experiments. There are also other issues, such as a limit to the voltage that can be
applied at the electrodes. Too high a voltage causes electrolysis [103], a chemical
reaction that creates bubbles, and must be avoided – this voltage limit depends
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on buffer and electrode chemistry, for us it is around 10 V. We have treated this
actuation limit in two ways: either by turning down the control gain per particle
as we approach this limit or, more rigorously, by phrasing a linear programming
constrained optimization to choose the gain per particle to maximize performance
but not exceed actuator limits. These two approaches both work equally well in
experiments.

Our control works robustly across the entire control region – so long as we
have done the singular value mode conditioning above there are no regions or
combinations of particle locations where we cannot reliably pseudo-invert A. The
only time the inversion fails is if two particles are right on top of each other but we
are trying to move them in different directions (this is physically impossible since
we have to create two different fluid flow directions at the same location). Indeed,
our particles can be controlled very close together – in experiments we have shown
an ability to steer particles to within 8μm of each other.

9.3.4 Experimental Results

9.3.4.1 Control of Single Particles to Micrometer Precision

Experimental results for manipulation of one particle, first reported in [102], needed
only a simple control algorithms (if the particle was North/West of its target, we
created a South/East flow in the entire device) but required solution of practical
issues such as device fabrication, fast and reliable vision sensing, operating in
a regime of reliable electro-osmotic actuation but with no unwanted chemical
reactions (no electrolysis), and prevention of device fouling and particle sticking.
Smoothing out of the control algorithms and optimization of the vision system
enabled us to control single particles, e.g., polystyrene beads and yeast cells, to
single micrometer accuracy (Fig. 9.23). The achieved single micrometer resolution
was set by the 1μm field of view that corresponded to each camera pixel – so we
controlled as well as we could see, to single pixel accuracy. One micrometer also
roughly corresponds to a more fundamental vision sensing limit, the wavelength of
visible light, which sets the absolute minimum on how close two features can be
before they can no longer be distinguished one from the other. We discuss how it is
possible to bypass this sensing limit for particle control in the section on controlling
single quantum dots to nanometer precision.

9.3.4.2 Control of Multiple Particles to Micrometer Precision

Control of more than one particle at the same time requires the more sophisticated
pseudo-inverse control algorithm described previously. Below we show results for
steering three particles at once using eight electrodes, all to 1μm accuracy (again
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Fig. 9.23 Steering of a slightly charged yeast cell along a UMD path. The cell had an approximate
electrophoretic mobility of cep = (−23.3± 6.9)× 10−9m2V−1s−1. By comparison, the electro-
osmotic mobility of our PDMS devices was ceo = (36.5± 3.6)× 10−9m2V−1s−1. Left: Close-up
photograph of the microfluidic devices with the desired cursive “UMD” path overlaid on the image.
Right: The actual path of the chosen 5μm yeast cell (Red Star R© Yeast) (black dot) in the feedback
control experiment. Snapshots are shown at six equally spaced times for each letter. The yeast cell
follows the required trajectory to within 1μm [83]. (Used with permission. Copyright IEEE)

Fig. 9.24 Steering of two fluorescent beads (2.2μm diameter, Duke Scientific) around two circles
while a third bead is held stationary. In the experiment, the fluorescent beads appear as small green
dots on a black background and the device geometry, which does not fluoresce, is not visible. Here,
the white dots are the beads (enlarged), the solid curves are the actual trajectories that the target
beads have traced out (overlaid), and the dashed white curves (also overlaid) show the geometry
of the channels and the particle control chamber. Snapshots are shown at three time-steps. The two
beads are being steered to within an accuracy of one pixel (corresponding to less than 1μm). The
desired paths are not shown because, at this image resolution, they would perfectly underlay the
actual paths. The trapped bead is marked by an arrow, and is trapped by the control algorithm
to an accuracy of better than 1μm. Every time the bead deviates from its desired position, a
flow is created that pushes the bead back toward its desired location [83]. (Used with permission.
Copyright IEEE)

from [83]). We have also demonstrated control of five particles at once but the
accuracy is degraded away from 1μm. This level of control, that it is possible to
actuate multiple objects at once in the interior by actuating a fluid by electrodes on
its boundary, was and is surprising to the microfluidics community. It is a concrete
example, experimentally demonstrated, that shows control theory can enable simple
microfluidic systems to perform complex and precise tasks (Figs. 9.24 and 9.25).
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Fig. 9.25 Steering of three yeast cells (5μm diameter) with small surface charge (electrophoretic
mobility cep = (−23.3±6.9)×10−9m2V−1s−1) around two circles and a “UMD” path. The cells
do not fluoresce. In these images there is no high-pass filter before the camera and the raw images
are shown. The yeast cells are visible as small black dots with a white center (the three target cells
are marked with a white arrow in each image), and the white curves are the trajectories that the
target cells have traced out. The three cells are being steered to within an accuracy of one pixel
(corresponding to less than 1μm) [83]. (Used with permission. Copyright IEEE)

9.3.4.3 Control of Live Swimming Cells

Compared to laser tweezers and optoelectronic techniques [78–81], our technique
has the big advantage that it works over a large control area (as shown in Fig. 9.26).
This means it is easier for us to manipulate swimming cells: every time they swim
away we bring them back (as opposed to moveable trap methods where the bacteria
may exceed the optical forces, swim out of the optical trap, and thus escape its
intended manipulation). So long as our control can correct the location of the
microbe faster than that microbe can swim away it will be effective in trapping and
steering it. Whether this can be done or not depends on both the swim speed of the
microbe and its preferred swim patterns – fast swimming microbes that like to swim
in small circles can be controlled because, even though they swim fast, they do not
swim far away; in contrast, medium speed microbes that swim out in straight lines
in random directions get further away and are harder to bring back. Below we show
initial results for manipulation of medium speed (<10μm/s) swimmers (Fig. 9.27).
We plan to improve our slow control update (every 1/30th of a second) to 300 Hz,
this should allow us to control even fast swimmers.

The target applications here involve preparation of biological samples that
contain moving organisms, e.g., precisely removing motile bacteria from human
samples, steering them to chambers for sensing and subsequent analysis, and (when
we achieve control of multiple swimming organisms at once) testing the reaction of
one swimming organism against another. Faster hardware (currently we operate at
a slow 30 Hz) will allow us to control more often per second and will thus give the
microbe less time to escape between control corrections. We also plan to develop
smarter control algorithms that will detect and exploit the properties of the specific
microbe we are trying to control.
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Fig. 9.26 The control algorithm is globally stable and can correct for large errors in particle
positions. This figure shows steering of three fluorescent beads (2.2μm diameter, Duke Scientific)
around three circles. At time t = 24s, corresponding to bead positions marked A1, A2, and A3,
the control was turned off for 11 s, allowing the particles to drift away (primarily due to the slow
parasitic flow inside the device caused by surface tension forces at the reservoirs) by up to 150μm.
The control was then turned back on at t = 35s (B1, B2, and B3), and the control algorithm steered
the three original beads back to their desired positions (C1, C2, and C3). Four time instants are
shown: (a) right before control is turned off, (b) right before control is turned back on (the three
beads have drifted away a large distance), then (c) at a time when the beads are back on track, and
(d) the final time when the beads have completed the remainder of their three circular paths (again
to an accuracy of better than 1μm). The two straight lines in the last image illustrate the left and
right boundaries of the control region [83]. (Used with permission. Copyright IEEE)

9.3.4.4 Control of Single Quantum Dots to Nanometer Precision

We end this experimental section by showing manipulation of a single nanoscopic
particle, a quantum dot, to nanometer precision by flow control. This is needed for
creating nanophotonic and nanoelectronic devices, in that situation there is a need to
place multiple quantum dots in the high electric field regions of nanophotonic [104–
106] and plasmonic [107, 108] structures and this has not been done in any other
way. The high field regions of photonic cavities are small, approximately 250 nm in
size, so nanometer placement is necessary [109]. (Once one dot has been placed, it
is possible to fix it in place by a chemical binding reaction to the surface [110] or
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Fig. 9.27 (a) A swimming microbe found in river water was moved to an arbitrary trapping
location and trapped for 30 s until being released from control. Uncontrolled swimming is shown
by a dashed line, initial control to the trap or path is shown by a thin line with arrow heads, and the
controlled motion is shown by a thin line without arrow heads – as is evident, the microbe swims
away after the control is turned off which means it was not harmed by the control. (b) A worm was
steered around a trajectory spelling “LOC” (for lab-on-a-chip)

by solidifying the surrounding fluid [111, 112], thus allowing placement and fixing
of one QD after another to make multidot devices.)

In the experimental results reported earlier, our vision sensing accuracy had
limited the control precision. That limit was both experimental setup specific
(camera pixel size) and more fundamental (the wavelength of light limitation). It is
possible to improve the sensing to determine the location of a particle to well below
the wavelength of light, in real-time. The key is to realize that a nanoscopic particle,
such as a quantum dot, appears as a diffraction limited spot under a microscope, and
this spot spans many pixels (see the inset in Fig. 9.29a). By averaging correctly over
the many pixels it is possible to infer the center of the diffraction pattern to better
than single pixel resolution, a technique known as subpixel averaging [113], which
we perform in real-time.

The errors in quantum dot placement are now a combination of vision sensing
errors (which can be driven down to tens of nanometers) and diffusion between
control updates (which can be reduced by doing control updates more often and
by using a higher viscosity fluid – we added a polymer to water that increases its
viscosity). Quantum dots also presented other problems that had to be solved to
achieve nanometer precision. QDs blink on and off: they blink in and out of view.
We pause our control actuation when a QD blinks off and continue actuating when
it blinks back on. The QD position is controlled in the horizontal plane but the QD
still diffuses in the vertical direction. This diffusion makes the QD leave the focal
plane of the microscope and causes a defocusing which hurts our sensing accuracy.
Thus we wrapped in a second control loop that uses the variance of the QD image
as its metric and drives this metric to a minimum by moving the microfluidic device
up or down using a piezo stage. The problem is that going up out of the focal plane
and going down below it both look the same, so for this second control loop we
introduce a small jitter and then check if the dot looks more focused when going
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Fig. 9.28 Illustration of the optical and electronic setup for tracking and feedback control of QDs.
A CCD camera images the QD and sends the information to a tracking algorithm that uses subpixel
averaging to accurately determine the current position of the QD. The control algorithm uses this
information to determine the proper voltages to apply to the electrodes in order to move the QD to
its desired position. A second feedback loop moves the imaging objective in the z-direction using a
piezo stage to keep the QD in focus [84,89]. (Used with permission. Copyright American Chemical
Society.)

up or down. This tells us if we are above or below the focal plane and we then use
a Newton-bracketing algorithm to steer to the minimum image variance. This inner
loop runs slowly compared to the main xy control loop. The end result is higher
accuracy control in the xy plane. The vertical loop also tells us where the QD is
with respect to the bottom photonic crystal so we can wait until the QD diffuses
to the bottom to freeze it in place. Chemistry is also an issue. We had to create a
fluid that could be actuated by electro-osmosis, that had a high viscosity, and that
was compatible with our device (with PDMS) and with the QDs (would not cause
them to fall out of solution). With our colleagues, we are now further creating fluids
that satisfy all of the above criteria and, in addition, can be solidified to nanometer
precision (by two-photon absorption) [114] to allow us to fix a QD at a photonic
crystal cavity by solidifying just a small amount of fluid around it.

Our current single QD positioning results are reported in [84,89] which includes
all details on the experimental setup (Fig. 9.28), the error analysis, and an optical
autocorrelation measurement that proves we are indeed controlling just one single
quantum dot. We were able to hold a QD at a single location to 45 nm accuracy and
steer it along a path with an average deviation of 120 nm (Fig. 9.29). The dot was
controlled for 1 hour, its useable (i.e., visible) lifetime.
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Fig. 9.29 Single quantum dot trajectory. (a–c) Time stamped CCD camera images of a single
quantum dot being steered along the desired trajectory. The white trace shows the measured path of
the quantum dot up until its current location. The square magenta box shows the subpixel averaging
window used to determine the current position of the QD. The inset in panel (a) shows a closeup
of the subpixel averaging window which contains the QD near its center. (d) Plot of quantum dot
position along its trajectory. The dotted black line shows the desired trajectory programmed into
the controller. The actual measured QD trajectory is shown in blue. The solid red squares depict
when the quantum dot blinks off. At the end of the trajectory the QD is held in place for 2 min.
The deviation of the QD from the desired trajectory was measured to be 104 nm [84]. (Used with
permission. Copyright American Chemical Society.)

9.3.5 Ongoing Research: Toward Three-Dimensional Control
and Control of Object Orientation

Control in the third dimension is also possible [88]. A microfluidic device with
multiple levels (as shown in Fig. 9.30) can create fluid flows or electric fields with
up and down components, in addition to the prior horizontal actuation directions.
For example, an actuation from the top North electrode to the bottom South-West
electrode will create both a Southwards flow as well as a downward component.
As before, different actuation modes move different particles in different directions,
and using the same least-squares control algorithm as before these modes can be
judiciously combined to create particles velocities as close as possible to desired
three-dimensional velocity vectors.
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Fig. 9.30 Sample device design for three-dimensional particle control. By placing electrodes in
a top and bottom layer, a flow or electric field actuation component can be created from top to
bottom or vice versa in the central control region [88]. (Used with permission. Copyright Institute
of Physics (IOP) Publishing.)

The device above with eight electrodes can readily control one and two particles
in all three dimensions (Fig. 9.31). As previously [83], effective control remains
possible in the presence of noise and is still accurate even if the properties of the
particles (and the device) are not known perfectly. Control of two 10 nm diameter
particles (whose Brownian motion is significant in water) is shown in Fig. 9.32 along
two orthogonal and self-intersecting circles. In this case we assumed that the control
algorithm does not accurately know the charge on these particles – it believes their
charge is ±50% of the true value. In this uncertain case, the simulation shows that
manipulation can be achieved with a precision of 2μm.

In addition to controlling the position of objects, it is also possible to control
their orientation. The discussion below is stated back in two spatial dimensions, but
the same method can be used in three dimensions as well. The idea is that now, in
addition to creating a translating flow, a flow shear is also created to turn the object.
Understanding how to create the right flow is subtle. It is not possible to create
a flow rotation: the flow follows the applied electric field and the electric field is

irrotational (∇× ⇀
E= ∇× (−∇φ) = 0).

It is, however, possible to create irrotational flows with shear. Only some types
of shear flows can be made. It is not possible to only create the shear flow
in one direction as shown in the first panel of Fig. 9.33. The illustrated ∂u/∂y
horizontal flow shear (clockwise rotation) must be exactly cancelled by an equal and
opposite vertical flow shear ∂v/∂x = ∂u/∂y (counterclockwise rotation) as follows
immediately from the zero curl equation for the electric field, or equivalently fluid

velocity vector field, ∇× ⇀
E= ∇× ⇀

V= ∂v/∂x − ∂u/∂y = 0. But it is possible to
create saddle flows, with two balancing shears in opposite directions, as shown in
the second and third panels.

If this saddle flow is chosen correctly with respect to the object – here if the
shear that will rotate the ellipsoid clockwise is oriented to work on its long axis
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Fig. 9.31 Two charged particles controlled simultaneously on two orthogonal circular paths. The
horizontal and vertical paths are shown at the top and the bottom of the figure, respectively. The
desired path of the two particles (A and B) is in thin black and the achieved path is in thick black.
The (red) arrows show the created electric field at the two time instants (arrows that appear as
round dots show flow coming out of that plane) [88]. (Used with permission. Copyright Institute
of Physics (IOP) Publishing.)

while the opposing counterclockwise shear only has the short axis to work with –
then one rotation will win over the other and the object can be turned clockwise in
a controlled fashion. This works for any object that is not fully symmetric. For
example, a sphere, which is fully rotationally symmetric, will not be turned as
depicted in the second panel of the figure. However, the ellipsoid, shown in the
third panel, can be turned by an irrotational saddle flow.

In Fig. 9.34 we show initial results for position and orientation control of an
ellipsoidal object in the plane in simulations. The fluid dynamics in the device is the
same as before. Also, as before, there is a linear mapping from electrode actuations
to object configuration velocity, here to its translation and rotation velocities. For
any location and orientation of the ellipsoid, this mapping can be inverted by least-
squares to find the electrode actuations that will move and rotate the object from
where it is to where it should be. For even less symmetric objects than ellipsoids,
like helixes, there will be coupling between translational and rotational motion.
In that case a linear mapping between the applied voltage and particle velocity
still holds in principle, and consequently control should still be possible in a
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Fig. 9.32 Two nanoparticles (diameter 10 nm) controlled simultaneously in the presence of
Brownian motion and a 50% charge uncertainty [88]. (Used with permission. Copyright Institute
of Physics (IOP) Publishing.)

Fig. 9.33 Flow actuation to turn a nonspherical object (the shown flow would be in addition to
flow being used to translate the object). (a) It is not possible to create the illustrated unidirectional
shear flow since that flow is rotational. In the devices the flow follows the electric field which is
always irrotational. However, a saddle flow can be created in the device. A saddle flow will not turn
a fully rotationally symmetric object like a sphere (b) but it will turn an object with less rotational
symmetry like the ellipsoid (c)

similar least-squares inversion fashion. A further description of our rotation control
simulation efforts can be found in [115]. Experiments to test flow control of object
translation and orientation are currently underway and will be reported in future
publications.
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9.4 Conclusion

Feedback control has enabled microfluidic devices, here electrowetting-on-dielectric
as well as simple PDMS devices, to carry out new tasks robustly and with
unexpected precision. We show in simulations that smart control can enable EWOD
systems to manipulate single particles, and we show that cheap and easy to fabricate
PDMS devices with standard electro-osmotic actuation can steer and trap one
and multiple particles experimentally. Our control results have enabled nanometer
precision placement of quantum dots on photonic crystals for creating multidot
quantum information devices, something that has not been achieved using any other
particle manipulation technique.

All our control results, for the two examples in this chapter and for other
examples in our research (e.g., magnetic control for directing drugs to tumors
[116–118]), have been and are being enabled by detailed physical modeling.
Especially for new physical situations, this modeling is difficult and time consuming
(our modeling effort for electrowetting has continued over many years), but in
every case it has enabled us to create controllers that far exceed the performance
that would have been possible without modeling. In situations where we deal with
chemistry, new physics, and complex samples (fluids that can be solidified with
light, living cells, and human samples), we have to choose carefully what to model.
Often we are not able to list, let alone mathematically describe in detail, all the
relevant physical phenomena; yet we must model enough key physics so that the
control algorithm can know how to make things better at each time. To identify
the key physics and find the right modeling balance is one of our major challenges.

In terms of control algorithm design, defining a tractable mathematical control
problem is the most critical step. It is easy to state a control problem that is clearly
useful and we would like to solve, e.g., control of nonlinear partial differential
equations through their moving boundary conditions, but that will not admit a
useable solution in the foreseeable future. Instead, we try to define more specific
problems that are still relevant but that can be solved, and then to build up our
expertise to more general domains. For example, for control of electrowetting,
the critical insight was that there is a linear mapping from the pressures created
by the electrode pads to the particle velocities. This linear mapping reduced
the control problem to a least-squares inversion of the small linear matrix map

�
Fig. 9.34 Position and orientation control of an ellipsoid in the plane by electro-osmotic flow
control using eight electrodes. The ellipsoid is controlled to start at the bottom left corner of the
desired trajectory, trace the square path, and then return to the bottom left corner. Along each
of the four segments of the desired trajectory, the orientation task is to align the major axis of
the ellipsoid along that segment by the time it reaches the end of that segment. The ellipsoid is
perturbed by translational and rotational thermal (Brownian) motion. Top: Four time snapshots
are shown (electrode actuation voltages are shown by the values in the gray circles, the resulting
EO flow field is shown by the arrows). Bottom: The resulting sequence of ellipsoid positions and
orientations is shown for 95 times. (Used with permission. Copyright Institute of Physics (IOP)
Publishing.)
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from the pressures to the velocities (9.9), after which we corrected for the static
nonlinear relationship between the applied voltages and the pressures they create.
The least-squares matrix problem, unlike a more general nonlinear PDE control
with moving boundary conditions problem, is tractable and can be solved in real-
time with minimal computational power. It made control implementation practical
for electrowetting.

As in the electrowetting example, we are always trying to map from application
needs through our modeling to available or possible control design schemes. For
example, an application task (such as putting these living cells here) must be
translated through the language of modeling into tractable control schemes (e.g.,
least-squares, feedback linearization). In cases where existing control schemes
remain insufficient for all reasonable formulations of the problem, as has turned
out to be the case for focusing of magnetic drugs to deep tumors, we have to invent
new control methods. In this case we must define a new control question that we
believe has a hope of being answered tractably. (For magnetic drug targeting we
have whittled the drug focusing goal down to a sequence of quadratic maps from
magnet control inputs to desired drug distributions: now semidefinite programming
tools can be used to find an optimal control at each time [119].) Achieving the right
balance between the needs of the application and tractable control approaches is our
second great challenge.

Finally, our third and most important challenge has been learning to communi-
cate and effectively interact with microfabricators, chemists, physicists, biologists,
clinicians, and doctors. Without them the results above would not have been possible
and, more importantly, would have been without purpose.
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Chapter 10
Problems in Control of Quantum Systems

Navin Khaneja

10.1 Introduction

The chapter describes some differential equation models that arise in the control
and manipulation of quantum mechanical phenomena. Control of spin dynamics
in nuclear magnetic resonance (NMR) spectroscopy [2–4] is used as a paradigm
to outline general principles in the control of quantum systems and describe
some common characteristic phenomenon encountered in control of these physical
systems.

The defining equation for the state of a quantum mechanical system is the
Schröedinger equation

˙|ψ〉=−i

[
H0 +

n

∑
j=1

u jHj

]
|ψ〉, (10.1)

where the state of the quantum system is represented by a vector |ψ〉 ∈H , a suitable
Hilbert space. H0 and Hj are Hermitian operators, representing Hamiltonians of the
system and u j(t) are time-varying functions that represent controls in the system
dynamics. For models discussed in this chapter, H is finite dimensional and in a
chosen basis, H0 and Hj are Hermitian matrices. We assume that H is finite, unless
stated explicitly. Modulating u j affects the Hamiltonian of the system and therefore
affects the evolution of the state of the system. Equation (10.1) has the familiar form
of a bilinear control system

ẋ =

(
A+

n

∑
j=1

u jB j

)
x, (10.2)
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where in the present context, A,B j are skew Hermitian matrices and x is |ψ〉. The
evolution preserves the norm of the state |ψ〉. The evolution is unitary and the state
vector at time t is related to the initial state vector by a unitary transformation U(t),
such that

|ψ(t)〉=U(t)|ψ(0)〉, (10.3)

where U(t) satisfies the differential equation

U̇ =−i

[
H0 +

n

∑
j=1

u jHj

]
U, U(0) = 1 , (10.4)

where 1 is the identity matrix. A textbook example of a system where such a
bilinear control model arises is the evolution of the magnetic moment of a spin
1
2 in a magnetic field B. Spin, like charge, is a physical property of elementary
particles. It is a measure of their intrinsic angular momentum, and the state of a spin
1
2 is represented by a complex vector of dimension 2. The Hamiltonian generates
rotations on the state space of a quantum system. The Hamiltonian of a spin 1

2 can
be written in terms of the generators of rotations on a two-dimensional space and
these are the Pauli matrices −iσx,−iσy,−iσz, where,

σz =
1
2

[
1 0
0 −1

]
; σy =

1
2

[
0 −i
i 0

]
; σx =

1
2

[
0 1
1 0

]
. (10.5)

Note

[σx,σy] = iσz, [σy,σz] = iσx, [σz,σx] = iσy, (10.6)

where [A,B] = AB−BA is the matrix commutator and

σ2
x = σ2

y = σ2
z =

1
4
. (10.7)

The classical energy E of the magnetic moment μ of a spin in a magnetic field is E =
−μ ·B. The magnetic moment of a spin is proportional to its angular momentum,
given by μ = γL, where γ is the gyromagnetic ratio (a characteristic property of the
nucleus) and L is the angular momentum operator. Therefore, the Hamiltonian of
spin 1

2 is

H =−γ [BxLx +ByLy +BzLz] ,

where Lx,Ly,Lz are now operators, representing angular momentum in the x,y,z
direction, respectively.
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Fig. 10.1 (a) Shows the simplest of the quantum objects, a two level system being probed with
an electromagnetic field. (b) Shows the energy level diagram of a three level Lambda system often
studied in the area of laser spectroscopy. (c) Shows spontaneous decay of the population in state
|2〉 to energy levels |1〉 and |3〉

Since angular momentum is a generator of rotation, the angular momentum
operators Lx,Ly,Lz are identified with the Pauli matrices σx,σy,σz, the generators of
rotation in a two-dimensional Hilbert space. The Schröedinger equation then takes
the form

˙|ψ〉= iγ[σzB0 +σyBy(t)+σxBx(t)]|ψ〉, (10.8)

where we use B0 = Bz, ω0 = −γB0, and (u(t),v(t)) = −γ(Bx(t),By(t)). The above
equation is then rewritten as

˙|ψ〉= −i
2

[
ω0 u− iv

u+ iv −ω0

]
|ψ〉. (10.9)

The eigenstates of σz, labeled, |0〉 =
[

1
0

]
and |1〉 =

[
0
1

]
, with eigenvalues 1

2 and

− 1
2 , correspond to the state of the spins oriented along or opposite to the magnetic

field B0. Equation (10.9) represents the most basic of all quantum mechanical
objects, a two level system being manipulated by an external field. A schematic
of such a system is shown in Fig. 10.1a.

The differential equation model (10.9) describes the dynamics of spin 1
2 in the

NMR experiments when manipulated by transverse magnetic fields (Bx(t),By(t))
which manifest themselves as control inputs (u(t),v(t)). The primary goal of these
experiments is to accurately measure ω0 by manipulating or probing the system with
control inputs (u(t),v(t)), which provides a wealth of information on chemistry and
structure of molecules carrying spins, as detailed subsequently. NMR experiments
are performed on an ensemble of spins. All the members of the ensemble may not
have identical state vectors. In which case, the description of a quantum system is a
density matrix as described by

ρ = ∑
j

p j|ψ j〉〈ψ j|, (10.10)
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where p j is the proportion of ensemble elements (∑ j p j = 1) in the state |ψ j〉 (The
notation 〈ψ j |ψ j〉 and |ψ j〉〈ψ j|, denote inner and outer product of vector |ψ j〉 with
itself, respectively). In an ensemble of spin 1

2 , with 1
3 of spins in the state |0〉 and 2

3
of spins in the state |1〉, the density matrix is

ρ =

[ 1
3 0
0 2

3

]
.

By the postulates of quantum mechanics, the observable quantities are represented
by self-adjoint operators. The expected value of an observable O , when the quantum
system is in the state |ψ〉 is simply 〈ψ |O|ψ〉, where O is the operator that represents
the observable O . Therefore, for an ensemble of quantum systems, the expected
value of an observable O is

〈O〉= ∑
j

p j〈ψ j |O|ψ j〉= tr(ρO).

The density matrix ρ of the quantum system evolves as

ρ̇ =−i

[
H0 +

n

∑
j=1

u jHj,ρ

]
, (10.11)

where [A,B], as before, is the matrix commutator. This follows from simply
differentiating (10.10), where each |ψ j〉 satisfies the same (10.1). Some properties
of the density matrix ρ are evident from its construction. It is a Hermitian, positive
semidefinite and satisfies tr(ρ) = 1. The evolution of the density operator is

ρ(t) =U(t)ρ(0)U†(t), (10.12)

where U(t) is the unitary transformation in (10.4). Also by construction, tr(ρ2)≤ 1,
with equality holding only if only one of the p j in (10.10) is nonzero and equal to 1.
For an ensemble of spin 1

2 , the density matrix ρ is a 2×2, Hermitian matrix, which
can be decomposed as

ρ =
1
2

1 +mxσx +myσy +mzσz. (10.13)

Therefore, for the density matrix in (10.13), we obtain that the expected value of
the angular momentum along x, y, z, represented by operators σx, σy, and σz, is then
simply proportional to mx,my,mz. Then, (10.9) implies

d
dt

⎡
⎣mx

my

mz

⎤
⎦

︸ ︷︷ ︸
M

=

⎡
⎣ 0 −ω0 v(t)

ω0 0 −u(t)
−v(t) u(t) 0

⎤
⎦
⎡
⎣mx

my

mz

⎤
⎦, (10.14)
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where the vector M = (mx,my,mz)
′ is a measure of the net magnetic moment or

magnetization of the spin ensemble and the above equation is the well-studied Bloch
equation, which describes the precession of the magnetic moment in a magnetic
field and can be concisely written as Ṁ = γM ×B, where B = (Bx(t),By(t),B0)

′ is
the magnetic field vector as defined before. Observe, (10.14) evolves on a sphere,
and we normalize the norm of M to 1. Equation (10.14) is at the heart of the subject
of NMR spectroscopy, where a typical task is to engineer (u(t),v(t)) to manipulate
or steer the vector M to estimate the parameter ω0. In the following subsection,
we describe some characteristic features of the control inputs for the manipulation
of (10.14).

10.1.1 Control of Bloch Equations

Note, (10.14) can be written as

Ṁ = (ω0Ωz + u(t)Ωx + v(t)Ωy)M, (10.15)

where

Ωx =

⎡
⎣ 0 0 0

0 0 1
0 −1 0

⎤
⎦ , Ωy =

⎡
⎣ 0 0 1

0 0 0
−1 0 0

⎤
⎦ , Ωz =

⎡
⎣ 0 −1 0

1 0 0
0 0 0

⎤
⎦. (10.16)

A typical control problem is to steer the system from its equilibrium state M(0) =
(0,0,1) to a terminal state on the equator. A salient feature of such problems is that
the external excitations (u(t),v(t)) are typically significantly smaller in strength as
compared to the natural dynamics represented by ω0, which is four to five orders
of magnitude larger in the NMR experiments. Therefore, for the external control
to be most effective in manipulating the system, it is essential that the control be
oscillatory (see subsequent remarks). To fix ideas, let

(u(t),v(t)) = A(t)( cos(ω1t +θ (t)), sin(ω1t +θ (t))) (10.17)

and consider the control problem of steering M in (10.15) from an initial point
(0,0,1)′ to the final target state (1,0,0)′. Observe, by transforming to a coordinate
system such that X = exp(−ω1Ωzt)M, we obtain that

Ẋ = (ωΩz + u1(t)Ωx + v1(t)Ωy)X , (10.18)

where ω = ω0 −ω , and (u1(t),v1(t)) = (A(t)cosθ (t),A(t)sin θ (t)). Now, since
X(0) = M(0), by simply choosing ω =ω0, θ (t) = θ , and A(t) = A, as constants, we
drive X(0) to (sin θ ,−cosθ ,0) in T = π

2A units of time. When ω = ω0, (10.18) has
no natural dynamics. Therefore, it does not matter how weak A(t) is, given sufficient
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Fig. 10.2 The figure [1] shows the rotation of the vector X in (10.18), around a tilted axis, when
Δω is comparable to the strength of control A

time, X(0) can be steered to the transverse plane. X(T ) can be put anywhere on
the transverse plane by appropriate choice of θ . The left panel in Fig. 10.2 shows
this transfer, both in the rotating frame as in (10.18) (the winding curve) and the
laboratory frame (10.15) (geodesic curve). However, a choice of constant control
(u(t),v(t)) = (Acosθ ,Asinθ ), would be completely ineffective, if applied to the
original system in (10.15), as the net motion is then a precession around the axis
(Acosθ ,Asinθ ,ω0), as shown in Fig. 10.2 and therefore significantly falls short of
the desired transfer when A � ω0. Therefore, it is desirable to use a control input as
in (10.17), which is oscillatory at the frequency of natural oscillation of the system.
It is not difficult to show that the choice of such a control input is the minimum
energy control for driving the system in (10.15) to the transverse plane. Applying
such a control input corresponds to exciting the system at its resonance, with a
very weak field, the system can be driven far from equilibrium. A(t), θ (t) and ω0

are naturally termed amplitude, phase and carrier frequency of the applied radio-
frequency field as in radio communication. Design of appropriate control inputs
(u(t),v(t)) is in fact the design of appropriate amplitude and phase modulations.

After the magnetic moment is driven to the transverse plane by choice of an
appropriate control input, the oscillating control is switched off and the magnetic
moment M precesses around the static magnetic field B0 with a frequency ω0. This
is just the evolution in (10.17), after the controls are switched off. This precessing
magnetic moment by Faraday’s law induces an oscillating current in the nearby
placed receiver coil and is termed as free induction decay (FID) (Top right of
Fig. 10.3 shows the FID). This FID, when Fourier transformed, shows a peak at
ω0. At the magnetic field strength of B0 = 14 Tesla, ω0 for hydrogen nuclei is
600 MHz, for carbon is 150 MHz, and for nitrogen is 60 MHz (negative sign in
definition of ω0 is absorbed in clockwise rotation). The frequency ω0 of an atomic
nuclei is also dependent on its chemical/electronic environment in a molecule.
The secondary magnetic fields produced on an atomic nuclei by its electronic
environment results in a shift of the frequency ω0 to ω0(1−σ), where σ is specific
to the chemical environment of the nuclear spins and is usually of the order 10−6,
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Fig. 10.3 The top figure [1] shows the basic features of an NMR experiment. Panel (a) depicts
use of a field B0 to polarize the sample. Panel (c) shows the use of pulsed magnetic fields to steer
the net magnetization and generate FID. Panel (b) shows the profile of a free induction decay

so when ω0 is around 500 MHz, the shift ω0σ is in KHz. The Fourier transform of
the FID signal then shows many peaks, corresponding to different nuclei with their
chemical environment-specific characteristic shifts. Figure 10.5 shows a typical
proton NMR spectra from two different size molecules. NMR (Fig. 10.4) is therefore
an important analytical tool in chemistry as the peaks in the NMR spectrum serve as
a characteristic finger print of a molecule. Starting as a tool for characterization of
organic molecules, the use of NMR has spread to areas as diverse as pharmaceutics,
medical diagnostics (medical resonance imaging) and structural biology [5, 6]. The
principles of NMR have served as a paradigm for other physical methods that
rely on interaction between radiation and matter. It is therefore not surprising that
experiments in NMR also serve as good model problems in control of quantum
systems.

Equation (10.17) gives the wrong impression that the magnetic moment on the
transverse plane will continue to precess for ever. Overtime, the magnetic moments
of spins making the magnetization vector M experience local fluctuations in the
ambient field B0, causing them to precess differently and hence lose coherence
(decoherence). This gives the FID, a decaying envelop (see Fig. 10.5). This phe-
nomenon, termed decoherence, is described in detail subsequently and explicit
models are derived to analyze the effect. This leads to the study of open quantum
systems where a quantum system interacts with the external environment, but one is
only interested in the dynamics of the quantum system of interest. Additional terms
need to be incorporated in (10.11) to account for this effect. Before, we describe the
dynamics of open quantum systems, a few general comments about the oscillatory
control described before are in order.
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Fig. 10.4 The above figure shows the schematic of a high field NMR instrument

Fig. 10.5 The figure [1] shows a typical proton NMR spectra of a small- and medium-sized
molecule, shown in the left and right panel, respectively
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The oscillatory control described in (10.17) consists of irradiating the spin
ensemble with an oscillating field along, say, the x and y direction. In practice, the
same effect can be obtained by simply having a single oscillating field along, for
example, the x direction. This corresponds to

(u(t),v(t)) = (2A(t)cos(ωt +θ ) ,0) .

Such a control can be written as the superposition of two control inputs (u1,v1) =
A(t)(cos(ω0t+θ ), sin(ω0t+θ )) and (u2,v2)=A(t)(cos(ω0t+θ ), −sin(ω0t+θ )).
Transforming again into a rotating frame results in the equation

Ẋ = (A(t)(cosθ + cos(2ω0t +θ ))Ωx +A(t)(sinθ − sin(2ω0t +θ ))Ωy)X .

Since ω0 � A(t), the oscillating terms average out, giving identical equation as in
(10.18). This averaging of the fast oscillating terms is often termed the rotating wave
approximation.

10.1.2 Oscillatory Control

The control inputs described in the previous section have an oscillatory character.
In general, consider an n dimensional quantum system where the control u is used
to modulate the Hamiltonian H1 in

ρ̇ =−i [H0 + uH1,ρ ] . (10.19)

Now, since H0 is a Hermitian operator, let |φ j〉 denote the orthogonal eigenvectors,
with eigenvalues ω j. Then |φ j〉 diagonalize H0, i.e. we rewrite H0 = ∑ j ω j|φ j〉〈φ j |,
and then note |φ j〉〈φ j| all commute and exp(−iω j|φ j〉〈φ j|t) = exp(−iω jt)|φ j〉〈φ j |,
implying that

exp(−iH0t) = ∑
j

exp(−iω jt)|φ j〉〈φ j |.

Now, transforming (10.19) into a rotating frame

ρr = exp(iH0t)ρ exp(−iH0t)

gives

ρ̇r =−i[u(t)exp(iH0t)H1 exp(−iH0t),ρr]. (10.20)

Now, let h jk = 〈φ j |H1|φk〉. This, then gives that

u(t)exp(iH0t)H1 exp(−iH0t) = u(t)∑
jk

h jk exp(−iω jkt)| j〉〈k|,
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where ω jk =ωk −ω j and we assume ω jk are all distinct, such that |u| ≤ |ω jk−ωlm|.
If u is modulated at one of the ω jk, i.e., u(t) = A(t)cos(ω jkt + θ (t)), where the
variation in A(t) and θ (t) is assumed to be much slower than ω jk, then the resulting
Hamiltonian in (10.19) averages to

ρ̇r =−i
A
2
[h jk exp(iθ (t))|φ j〉〈φk|+ exp(−iθ (t))hk j|φk〉〈φ j |,ρr], (10.21)

where h jk = h∗k j. By modulating the Hamiltonian at the frequency of the difference
of the energies of the eigenstates |φk〉 and |φ j〉, we obtain effective Hamiltonians

Hjk = h jk|φ j〉〈φk|+ hk j|φk〉〈φ j |, (10.22)

G jk = −ih jk|φ j〉〈φk|+ ihk j|φk〉〈φ j |, (10.23)

which induces a transition from state j to state k and vice versa. If all ω jk are
distinct, one can synthesize Hamiltonians Hjk independently by simply choosing the
frequency of the control u(t). Therefore, one can write an effective control system
for (10.19), which takes the form

ρ̇r =−i

[
∑
jk

u jkHjk + v jkG jk,ρr

]
, (10.24)

where u jk, v jk are controls that can be turned on and off. Some of the h jk, and
therefore Hjk, might be zero and hence H1 cannot induce a transition between
the eigenstates |φ j〉 and |φk〉 directly. These constraints are often termed as the
selection rules in physics. Figure 10.1 shows the energy level diagram of the so-
called Lambda system studied in laser spectroscopy. There is no direct transition
between states |1〉 and |3〉, but there is an indirect transition through the state |2〉.

Of fundamental interest is to know whether the system in (10.4) can be driven
between states of interest. This is the standard problem of controllability of bilinear
systems. Therefore, the standard techniques [7–9] for studying controllability of
systems evolving on compact Lie groups can be directly applied [13]. The main
result being that if the Lie algebra {−iH0,−iHj}LA, spanned by {−iH0,−iHj}, is
the Lie algebra su(n) of the state space of the system in (10.4), then the system
is controllable. Then, checking for controllability reduces to checking the Lie
algebraic rank condition. For example, although there is no direct transition between
states |1〉 and |3〉 in Fig. 10.1b, the system is controllable. The unitary propagator
for the effective control system in (10.24), evolves as

U̇ =−i

⎡
⎣ 0 Ωc(t) 0

Ω ∗
c (t) 0 Ωp(t)
0 Ω ∗

p(t) 0

⎤
⎦U, (10.25)
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where Ωc(t) and Ωp(t) are complex valued controls that induce transitions between
|1〉 and |2〉 and |3〉 and |2〉, respectively. The subject of explicit synthesis of the
control laws for control of (10.4) has received significant attention recently in the
context of control of spin systems [10–12]. We will discuss some of these results
subsequently.

10.2 Open Quantum Systems

10.2.1 Master Equations

Equation (10.11) describes the evolution of a closed quantum system. We now
derive an equation for the dynamics of open quantum systems. The derivation is
not the most general, but captures the essence of how such a model is usually
arrived at [4, 14, 15]. The effect of the environment on the system is modeled by
an Hamiltonian H1, which randomly fluctuates with time.

ρ̇ =−i[H0 + f (t)H1,ρ ]. (10.26)

The state at time dt is related to time 0 by

|ψ(t)〉= exp(−i(H0dt +H1dW ))|ψ(0)〉, (10.27)

where dW is a Brownian increment distributed dW ∼ N(0,dt). Then we have,
ρ(dt) = E(|ψ(dt)〉〈ψ(dt)|)

ρ(dt) = E(exp(−i(H0dt +H1dW )) |ψ(0)〉〈ψ(0)|︸ ︷︷ ︸
ρ(0)

exp(i(H0dt +H1dW )). (10.28)

Using the Baker-Campbell Hausdorff formula and above definitions of expectations,

ρ(dt) = ρ(0)− i[H0dt+H1dW,ρ(0)]− 1
2
[ H0dt+H1dW [ H0dt+H1dW,ρ(0)]]+ . . . ,

(10.29)
Using E(dW ) = 0 and E(dW 2) = dt

ρ(dt) = ρ(0)− i[H0,ρ(0)]dt +
1
2
[−iH1[−iH1,ρ(0)]dt +o(dt2), (10.30)

we obtain,
dρ
dt

=−i[H0,ρ ]+
1
2
[iH1[iH1,ρ ]. (10.31)

If we let ˜ρ(t) = E(ρ(t)), where expectation is over various initial states of the
ensemble, this then gives us that the evolution of the density operator for the open
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quantum system is no longer isospectral. The effect of the term L(ρ) is then to
reduce the value of tr(ρ2). For instance,

d tr(ρ2(t))
dt

= tr([H1,ρ ]2), (10.32)

where tr([H1,ρ ]2)≤ 0, as [H1,ρ ] is skew Hermitian (implying that tr(ρ2) decreases
with time). The effect of the coupling to an external heat bath is to transform a pure
state into a mixed state.

A more general form of L(ρ) is

L(ρ) = ∑
j

k j[Hj, [Hj,ρ ]] (10.33)

arising because of random modulations of Hamiltonians Hj with fluctuations that
are uncorrelated. There are many interesting problems involving control of open
quantum systems in the presence of dissipation. The operator L(ρ) is a negative

definite operator, such that dTr(ρ2)
dt = Tr(ρL(ρ)) ≤ 0. If we measure the entropy of

the ensemble of quantum systems by

S = 1− tr(ρ2),

also termed Renyi entropy, then observe that pure states have entropy 0 and the
effect of the decoherence is to increase the entropy of the system.

In NMR experiments, fluctuations f (t) in (10.26) arise because the magnetic
field B seen by the spins fluctuates with time due to coupling of the spin ensemble
with an external bath. We will study the source of these fluctuations subsequently.
The equation for the density matrix of the 2× 2 spin system then takes the form

dρ
dt

=−i[ω0σz + f (t)σz + uσx+ vσy,ρ ]. (10.34)

The resulting master equation is then

dρ
dt

=−i[ω0σz + uσx + vσy,ρ ]− k[σz, [σz,ρ ]]. (10.35)

When the above equation is written as a Bloch equation, the evolution of the Bloch
equation takes the form

d
dt

⎡
⎣mx

my

mz

⎤
⎦=

⎡
⎣ −k −ω0 v(t)

ω0 −k −u(t)
−v(t) u(t) 0

⎤
⎦
⎡
⎣mx

my

mz

⎤
⎦. (10.36)

The constant k is called the transverse relaxation rate and is responsible for the
decay of the FID signal with time. Equation (10.35) is, however, not a complete
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description, because eventually M returns back to the original state (0,0,1)′. A more
general model for the Lindblad equations is [15]

L(ρ) = ∑
k

[
AkρA†

k −
1
2

{
A†

kAk,ρ
}]

, (10.37)

where {A,B}= AB+BA is the anticommutator. If Ak are Hermitian operators, then
L(ρ) reduces to the familiar form ∑k[Ak[Ak,ρ ]]. However, Ak in general can have
both Hermitian and non-Hermitian parts. If we take

A1 = κ1

[
0 0
1 0

]
; A2 = κ2

[
0 1
0 0

]
; A3 = κ3

[
1 0
0 −1

]
,

such that κ1 > κ2, then the system in (10.38) will follow the equation

d
dt

⎡
⎣mx

my

mz

⎤
⎦=

⎡
⎣ −k −ω0 v(t)

ω0 −k −u(t)
−v(t) u(t) −(T1)

−1

⎤
⎦
⎡
⎣mx

my

mz

⎤
⎦+

⎡
⎣ 0

0
T−1

1 m0

⎤
⎦ . (10.38)

Here k and T1 in the above equation depend on κ1, κ2 and κ3 as in (10.37). Then
after u,v is switched off, mz eventually returns to 0 ≤m0 ≤ 1, at a characteristic time
T1, also called the longitudinal relaxation rate.

Although, the effect of the Lindblad operator L(ρ) in (10.33) is to increase the
entropy of the system, the most general form of the Lindblad equations as in (10.37)
can lead to a decrease in the entropy of the quantum system when mixed suitably
with external control. An important application of this feature is in the field of laser
cooling [16], where an interplay between unitary control and Lindblad terms, as in
(10.37), is used to decrease the entropy of the quantum system. We study a concrete
example to understand the basic ideas in this subject in [17].

10.2.2 Laser Cooling

Consider again, the three-level Λ system as depicted in Fig. 10.1b. The evolution of
the density matrix of the three-level Λ system is given by

ρ̇ =−i [H(t),ρ ]+ γ1

(
E1ρE†

1 −
1
2

{
E†

1 E1,ρ
})

+ γ2

(
E2ρE†

2 −
1
2

{
E†

2 E2,ρ
})

,

(10.39)

where E1 = |1〉〈2| and E2 = |3〉〈2|.

Not for resale



334 N. Khaneja

If the initial state of the system represented by its density matrix is diagonal, say

ρ =

⎡
⎣λ1 0 0

0 λ2 0
0 0 λ3

⎤
⎦,

where λ1, λ2 and λ3 describe the population distribution in three energy states. Then,
in the absence of any external controls, the density matrix stays diagonal and the
diagonal entries evolve as

d
dt

⎡
⎣λ1

λ2

λ3

⎤
⎦=

⎡
⎣0 γ1 0

0 −(γ1 + γ2) 0
0 γ2 0

⎤
⎦

︸ ︷︷ ︸
A

⎡
⎣λ1

λ2

λ3

⎤
⎦. (10.40)

We assume that the system is completely controllable and any unitary rotation U(t)
on the three level system in (10.25) can be synthesized in arbitrary small time.
In particular, consider the unitary transformation

P =

⎡
⎣ 0 0 0

0 0 1
0 1 0

⎤
⎦,

which swaps the population states 2 and 3. The effect of this unitary transformation
on the diagonal of the density matrix is

P

⎡
⎣λ1

λ2

λ3

⎤
⎦=

⎡
⎣λ1

λ3

λ2

⎤
⎦.

Then, consider the following sequence of operations,

exp(Atn)Pexp(Atn−1) . . .Pexp(At1),

where ti are chosen long enough so that as λ2 in (10.40) decays below the value λ3,
for example λ2 =

λ3
2 , these operations keep the density matrix diagonal and

exp(Atn)Pexp(Atn−1) . . .Pexp(At1)

⎡
⎣ λ1

λ2

λ3

⎤
⎦∼

⎡
⎣ 1

0
0

⎤
⎦. (10.41)

It is clear that the population in state 1 keeps building up, while the population
from states 2 and 3 is eventually drained off. The cooling strategy consists of
a sequence of dissipative evolutions and unitary control (with electromagnetic
fields) to synthesize the Hamiltonians H23 in Fig. 10.1b. Therefore, by an interplay
of external control and evolution of the natural dynamics, all the population is
eventually driven to state 1, although one starts with a state where the population
is distributed across all the states [16].
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10.3 Control of Ensembles with Parametric Inhomogeneities
and Dispersions

We now return to the Bloch equations in (10.18). As discussed earlier, in NMR
experiments, there is dispersion in the parameter ω , as the chemical shifts σ of the
nuclear spins are dispersed over a certain range. In practice, there is another source
of the dispersion. The applied radio-frequency field is not uniform on the whole
sample but is dispersed over a range, captured by the parameter ε ∈ [1− δ ,1+ δ ].
In this case, (10.18) is then modified to

Ẋ = (ωΩz + εu1(t)Ωx + εv1(t)Ωy)X . (10.42)

Dispersion in the parameters in the system dynamics poses some interesting
questions on controllability and control design. Equation (10.42) represents a con-
tinuum of systems parametrized by ω and ε . Figure 10.2 shows that application of
the control input (u1(t),v1(t)) as in (10.18), results in poor transfer to the transverse

plane for spins with ω comparable or greater than Amax, where
√

u2
1(t)+ v2

1(t) ≤
Amax (the net rotation is around a tilted axis Br as shown in the picture). The
control challenge is to steer the ensemble of inhomogeneous systems, to a desired
target state, inspite of variation in their internal dynamics, by application of the
same control law (u1(t),v1(t)). We say that the system in (10.42) is ensemble
controllable if the system can be steered from an initial state of the ensemble
described by vector valued function X0(ω ,ε) arbitrarily close to the target state
XF(ω ,ε) (where the distance ||XF(ω ,ε)− X0(ω ,ε)|| is measured by, say, an L2

distance
∫ ∫ |XF(ω ,ε)−X0(ω ,ε)|2dωdε between functions).

This problem represents a typical problem in the control of quantum systems,
with dispersion or uncertainty in the parameters governing the dynamics, using the
same control field. The problem of designing excitations that can steer an ensemble
and be robust and immune to dispersion in the dynamics of the spin system is a
well-studied subject in NMR spectroscopy, and extensive literature exists on the
subject of so-called composite pulses that can correct for dispersion in system
dynamics [18]. In many cases of practical interest, one wants to find control inputs
that prepare the final state as some desired function of the parameter. For example,
slice selective excitation and inversion pulses in magnetic resonance imaging (MRI)
[19, 21, 22]. Only recently, these problems have been understood and posed as
questions in controllability of infinite dimensional systems [23–25]. A principled
study of the controllability of these systems reveals aspects of system dynamics,
which makes it possible to engineer excitations that can steer a quantum ensemble
and be robust to the dispersion in the system dynamics. These problems therefore
motivate development of new methods and techniques for studying controllability
and constructive controllability of a class of infinite dimensional nonlinear systems.

To fix ideas, we first set the dispersion ω in (10.42) to zero, and only consider
dispersion arising due to an inhomogeneous RF field on the sample, measured by
the parameter ε . Rewriting (10.42), we obtain

Ẋ = (εu1(t)Ωx + εv1(t)Ωy)X . (10.43)
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We now summarize the basic ideas [23] that make it possible to engineer input
excitations that can steer the whole ensemble uniformly and be immune to the
dispersion in the value of ε . Observe for small dt, the evolution

Ux
1 (dt) = exp

(
εΩy

√
dt
)

exp
(

εΩx

√
dt
)

exp
(
−εΩy

√
dt
)

exp
(
−εΩx

√
dt
)

(10.44)

to leading order in ε is I + ε2[Ωy,Ωx]dt + o(dt
3
2 ), where o(dt

3
2 ) represents a term

of order dt
3
2 , i.e., we can synthesize the generator [εΩx,εΩy] = ε2Ωz, by back

and forth maneuver in the directly accessible directions Ωx and Ωy. Similarly, we
can synthesize higher order Lie brackets like [εΩy, [εΩx,εΩy]] = ε3Ωx. By suc-
cessive Lie brackets, terms of the type ε2k+1Ωx can be synthesized to leading
order.

One such construction is for k > 0 given by

Ux
k (dt) = I + εk+1adk

Ωy
(Ωx)dtαk +o

(
dt

3
2

)
,

we have, for γk+1 =
3
4 − αk

2 , gives

Ux
k+1(dt) = exp(εΩydtγk+1) Ux

k (dt)exp(−εΩydtγk+1)U−x
k (dt),

Ux
k+1(dt) = I+ εk+2adk+1

Ωy
(Ωx)dtαk+1 +o

(
dt

3
2

)

with αk+1 = 3
4 + αk

2 . Note adk+1
Ωy

(Ωx), is the leading order term (adk+1
Ωy

(Ωx) =

[Ωy,adk
Ωy
(Ωx)]).

Now using {εΩx,ε3Ωx, . . . ,ε2n+1Ωx} as generators, we can produce an evolution

exp

{
n

∑
k=0

ckε2k+1Ωx

}
,

where n, and the coefficients ck can be so chosen so that

n

∑
k=0

ckε2k+1 ≈ θ

for all ε ∈ [1− δ ,1+ δ ]. Therefore, an evolution exp(θΩx) can be synthesized for
all values of ε to any desired accuracy. Therefore, one achieves robustness with
dispersion to ε by generating effective generators with arbitrary high powers of the
dispersion parameter ε .

Contrast to the situation in (10.43), with the following control system, the well-
studied non-holonomic integrator,

d
dt

⎡
⎣ x

y
z

⎤
⎦= εu

⎡
⎣ 1

0
−y

⎤
⎦+ εv

⎡
⎣0

1
x

⎤
⎦. (10.45)
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If ε is fixed, then the system in (10.45) is controllable as the vector fields

f =

⎡
⎣ 1

0
−y

⎤
⎦ ; g =

⎡
⎣ 0

1
x

⎤
⎦

generate the vector field [ f ,g] = [0,0,1]′. The three vector fields f ,g, [ f ,g], then span
the three-dimensional space. However, the Lie algebra generated by f ,g is nilpotent
and therefore [·, [ f ,g]] = 0. The dispersion parameter ε cannot be raised to higher
powers by iterated brackets and therefore such an ensemble of inhomogeneous
nilpotent systems is not ensemble controllable. On the contrary, the Lie algebra
g = so(3) generated by Ωx and Ωy in (10.43) is semi-simple (implying [g,g] = g)
and the iterated Lie brackets of Ωx and Ωy never terminate allowing for design of
robust input excitations. Similarly, linear systems

dX
dt

= AX + εBu (10.46)

cannot be steered uniformly by application of the same control input u(t), as the
output, for X(0) = 0 is

X(t) = ε
∫ t

0
exp(A(t − τ))B(τ)u(τ)dτ,

which is just a linear function of the input. No matter how u(τ) is modulated, the
output depends linearly on the input.

Interesting control design problems arise in the manipulation of inhomoge-
neous quantum ensembles. To provide a flavor for such problems, we describe
one synthesis method [26] for designing input excitations that robustly steer the
inhomogeneous ensemble in (10.43). This synthesis method has recently been used
in the design of RF pulse sequences in NMR spectroscopy that are robust to RF
inhomogeneity. Consider the following rotations obtained by alternate rotations
around x- and y-axis for appropriate durations. Let

U1 = exp(kπΩxε)exp

(
βk

2
Ωyε

)
exp(−kπΩxε), (10.47)

U2 = exp(−kπΩxε)exp

(
βk

2
Ωyε

)
exp(kπΩxε) . (10.48)

Now by choosing βk small enough, we have

Vk =U2U1 ∼ exp(εβkΩy cos(kπε)).

Consider, a sequence of transformations

Πk(Vk)
nk ∼ exp

(
ε ∑

k

αk cos(kπε)Ωy

)
, (10.49)
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Fig. 10.6 The figure [1] shows the sequence of pulses with alternate phases as described in
(10.47), which forms the building block of a composite pulse train as in (10.49). Each pulse is
an oscillatory control input the phase of which is changed from pulse to pulse

where αk = nβk. Now, the coefficients αk can be so chosen that

∑
k

αk cos(kπε) =
θ
ε

for 1− δ ≤ ε ≤ 1, with 0 < δ < 1.
Therefore,

Πk(Vk)
nk ∼ exp(θ ). (10.50)

The actual control input to (10.15) consists of an oscillatory input (u,v) = (Acos
(ω0t+φ),0), where the phase φ is switched between 0, π

2 and π to achieve rotations
around x, y, and −x axes, respectively. Figure 10.6 shows this control input and its
pictorial depiction as a pulse sequence.

10.3.1 Controllability of Bloch Equations in the Presence
of Frequency Dispersion

Now, consider the Bloch equations as in (10.18), with dispersion in the Larmor
frequencies. We now like to show that this system is ensemble controllable with
respect to the dispersion in the parameter ω . This is an ubiquitous problem in NMR
spectroscopy, where one wants to excite a broad range of frequencies with limits on
RF-power/amplitude, which translates to limits on A(t) in (10.18).

There is an important conceptual issue that emerges in the controllability analysis
of such problems. In studying controllability of control systems of the kind

ẋ = (A+ uB)x
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evolving on compact Lie groups, it is possible to synthesize commutators of the kind
[A,B] to leading order by an evolution

exp(−Adt)exp(−Bdt)exp(Adt)exp(Bdt), (10.51)

where the backward evolution exp(−Adt) is generated by letting the forward map
exp(At) evolve for a sufficient period of time. The free evolution on a compact
group almost returns back after sufficient time. However, the situation is different
for a continuum of such systems as in (10.18). In the presence of a continuum of
frequencies ω ∈ [−B,B], given small time dt, there is no forward evolution time
T , such that exp(ωT ) = exp(−ω dt), for all ω ∈ [−B,B]. However, using control,
we can synthesize an effective backward evolution. Two limits are of particular
interest here.

We first assume that our control inputs in (10.18) are unbounded a priori (Amax �
ω). Note, because of the assumption of strong fields, we can reverse the evolution
of the drift term in (10.18),

exp(πΩx)exp(ωΩzdt)exp(−πΩx) = exp(−ωΩzdt), (10.52)

where ω ∈ [−B,B], and the π rotations like exp(πΩx) can be produced in negligible
time. Now, we consider the case when the controls u and v are bounded, i.e.,√

u2(t)+ v2(t) ≤ Amax for all t, so that we cannot produce rotations of the type
exp(−Ωxπ) in an arbitrarily small time as in (10.52).

Nonetheless, the system is ensemble controllable as will be shown below.
The key to showing this is to produce the backward evolution of the drift term,
exp(−ωΩzdt). This helps us to generate higher-order Lie brackets with the drift
term containing higher powers of the dispersion parameters ω , which can be
combined to produce an evolution that is robust to ω . Our construction initially
uses the well-known construction in the physics literature called adiabatic following,
which helps to synthesize an evolution exp(−ωΩzdt). This construction can be used
to show ensemble controllability with respect to both Larmor dispersion and RF
inhomogeneity in the Bloch equations (10.43). Adiabatic following is a technique
widely used in a variety of experiments involving control of quantum systems as
it is robust to inhomogeneity in the system dynamics. It is of independent interest
from the perspective of nonlinear control.

10.3.1.1 Adiabatic Following

Consider the Bloch equations with only Larmor dispersion as in (10.42), which we
rewrite to reflect ensemble of systems with ω dependence.

Ẋ(t,ω) =
[
ωΩz + u1Ωy + v1Ωx

]
X(t,ω), (10.53)

where ω ∈ [−B,B]. Let (u1(t),v1(t)) = A(t)(cosφ(t), −sinφ(t)), where A =√
u2

1(t)+ v2
1(t). We then slowly vary φ̇(t) from an initial value φ̇ (0) � −B to
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Fig. 10.7 The figure [1] shows how the vector X in (10.15) can be dragged from (x,y, z) = (0,0,1)
to (0,0,−1), independent of the value of ω , by slowly varying ω̃(t) in (10.54)

φ̇ � B. We show that if the change in φ̇(t) is slow enough, all systems as in (10.53)
can be steered from (0,0,1)T to (0,0,−1)T . We first make a change of coordinates

Y (t,ω) = exp [−φ(t)Ωz]X(t,ω).

The resulting system then takes the form

Ẏ (t,ω) = ([ω − ω̃(t)]Ωz +AΩy)Y (t,ω),

where ω̃(t) = φ̇(t). Thus, the effective generator of motion is

(ω − ω̃(t))Ωz +AΩy.

In standard physics terminology, the Bloch vector Y (t,ω) rotates around the
effective field Br = A j+ [ω − ω̃(t)]k (see Fig. 10.7) and has the net magnitude of
rotation

| Br |=
√
(A)2 +[ω − ω̃(t)]2 = A

√
1+ cot2 θ .

The angle θ through which Br is tilted with respect to A is defined by

cotθ =
ω − ω̃(t)

A
. (10.54)

By differentiating (10.54), we get the rate of change for the angle θ (t)

θ̇ =
˙̃ω(t)
A

sin2 θ .
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The maximum value of the right hand side (RHS) of the above expression is
obtained when θ = π

2 and we have

| θ̇ |max=
| ˙̃ω(t) |

A
.

In addition, the smallest rate of rotation of X around Br is A. This happens when
ω̃(t) = ω , i.e., θ in (10.54) is 0. If we vary ω̃(t) slowly enough so that | θ̇max |�
A, i.e.,

| ˙̃ω(t) |� A2

from θ (0) = 0, to the final state π such that the variation is slow, then X(t,ω)
for all ω follows the effective field (remains locked around Br) from (0,0,1)T to
(0,0,−1)T simultaneously. This can be seen by the following averaging argument.
Observe that in Fig. 10.7, the rate of change of the angle γ at time t is a function of
θ̇ and β , i.e.,

dcosγ
dt

= h(θ̇ ,θ ,β ),

where the angles γ and β are defined in Fig. 10.7. Because β changes at a much
faster rate compared to θ , i.e., β̇ � θ̇ , the time scale separation gives

cosγ(t + τ)− cosγ(t) =
∫ τ

0
h(θ̇(t),β (t +σ))dσ ≈ 0,

with error propotional to
˙̃ω

A2 (θ (t + τ)−θ (t)) (with ˙̃ω constant), and τ is the period

for β to rotate by 2π over which θ̇ (t) is supposed to be constant. Therefore, we
can maintain γ(t) very small throughout, i.e., 0 ≤ γ(t) ≤ ε for all t, and ε can be
controlled by the rate θ̇ (t). Now note that θ (T ) ≈ π and hence X(T,ω)≈ −X0 for
ω ∈ [−B,B], where X0 = (0,0,1)T . As a result, there exists a net evolution U(ω)
for all ω ∈ [−B,B] such that

U(ω)X0 ≈−X0. (10.55)

Therefore, by doing an Euler angle decomposition, we can decompose

U(ω) = exp( f (ω)Ωz)exp(πΩx)exp(g(ω)Ωz),

where f (ω) and g(ω) are some functions of ω . Then, observe,

U2(ω)∼ exp( f (ω)Ωz)exp(−g(ω)Ωz)exp(− f (ω)Ωz)exp(g(ω)Ωz) = 1 ,

U(ω)exp(ωΩzt)U(ω) = exp(−ωΩzt). (10.56)

This propagator U(ω) can be used to reverse the direction of drift in (10.56).
Now, constructions as described before can be used to produce any rotation in
(10.42) as a function of ω . This approximation in (10.55) is in L2 sense as described
earlier and can be made arbitrarily good by regulating how slowly θ̇ is changed. In
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fact, it is possible to write down the explicit time-dependent control law that will
transfer X0 to −X0. This is the well-studied complex hyperbolic secant pulse [19]
and is very interesting from the perspective of nonlinear control.

We have sketched the basic ideas required to show that the Bloch equation
(10.18) can be steered to a target state that has the desired dependence of the drift
parameter ω . In many applications in NMR and MRI, one requires input control
design that only excites spins with specific value of ω to the equator, with a final
state that depends in a specified way on ω and leaves other spins invariant.

10.3.2 Ensemble Control by Method of Multiply Rotating Frames

We again consider the problem of broadband excitation. Consider the unitary
transformation (we use Iα to denote the Pauli matrix such that the frobenius norm
|Iα |= 1√

2
)

U̇(ω) =−i
{

ωIz + u(t)Ix+ v(t)Iy
}

U(ω), (10.57)

where ω ∈ [−c0,c0]. The goal is to design (u(t),v(t)) = A(t)(cosφ(t),sin φ(t)),
which will synthesize the propagator exp(−i π

2 Iy), uniform for all ω ∈ [−c0,c0] for
a given value of c0

A = α0, where max{A(t)} ≤ A. We show that it is possible to
perform a sequence of coordinate transformations

Θn(ω , t) = exp
(
iυnIzn(ω)t

)
. . .exp

(
iυkIzk(ω)t

)
. . .exp

(
iυ1Iz1(ω)t

)
U(ω , t), (10.58)

such that (for notation simplicity, we suppress the time index t, where it is obvious)

Θ̇n(ω) =−i
{

fn(ω)Iz(ω) +
wn

2n Iy +a(t)
}

Θn(ω), (10.59)

such that | fn(ω)| � c0, z(ω)∈ x−z plane and a(t) captures oscillating components,
with zero time average, such that their assumed effect is small, and the system can
be approximated by

Θ̇n(ω) =−i
{

fn(ω)Iz(ω) +
wn

2n Iy

}
Θn(ω), (10.60)

|2n fn(ω)|
wn

� 1, for all ω ∈ [−c0,c0]. Then, we can perform a exp(−i π
2 Iy) rotation,

with high fidelity in time T = 2n−1π
wn

. Furthermore, things can be arranged such that
υkT = 2nkπ for integer nk. This ensures that U(ω ,T ) ∼ Θn(ω ,T ) ∼ exp(−i π

2 Iy).
To achieve this, we choose the following control and resulting Hamiltonian

H0(t)=ωIz+w0Ix+(w1 sinυ1t+w2 cosυ1t sinυ2t+w3 cosυ1t cosυ2t sinυ3t+ . . . )︸ ︷︷ ︸
A0(t)

Iy,

(10.61)
which we rewrite as

H0(t) = ω̃Iz1(ω) +A0(t)Iy, (10.62)
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where spread of frequencies is ω̃ ∈ [w0,
√

w2
0 + c2

0]. Now by choosing υ1 in the first
transformation as exactly the center of this spread, we get

H1(t) = (ω̃ −υ1)︸ ︷︷ ︸
f1(ω)

Iz1(ω) +
w1

2
Ix1 +A1(t)Iy

︸ ︷︷ ︸
H′

1(t)

+H ′′
1 (t), (10.63)

where H ′′
1 (t) is a fast oscillating part that we neglect for now. The new frequency

f1(ω) ∈ [−c1,c1], where c1 < c0, A1, and H ′′
1 are written in their general form,

Ak(t) =
1
2k

{
n−1

∑
m=k+1

wm

m−1

∏
i=k+1

cos(υit)sin(υmt)+wn

n

∏
i=k+1

cos(υit)

}
Iy, (10.64)

H ′
k = fk(ω)Izk(ω) + ω̄kIxk +Ak(t)Iy.

H ′′
k (t) = −wk

2k exp
(
i2υkIzkt

)
Ixk exp

(−i2υkIzkt
)

+Ak(t)exp
(
i2υkIzkt

)
Iy exp

(−i2υkIzkt
)
, (10.65)

ck+1 =

√
c2

k + w̄2
k − w̄k

2
; υk+1 =

√
c2

k + w̄2
k + w̄k

2
, (10.66)

where w̄k = 2−kwk. The system obtained after first coordinate transformation has
the desired feature that the ratio of chemical shift spread to control strength c1

w1/2 is

reduced over c0
w0

for the original system. We can now iterate the above construction.
At the kth stage, (k > 0), the system takes the form

Hk(t) = H ′
k(t)+H ′′

k (t). (10.67)

Combining (10.58) and (10.59), we write the total evolution as

U(ω , t) = exp
(−iυ1Iz1(ω)t

)
. . .exp

(−iυkIzk(ω)t
)

. . .exp
(−iυnIzn(ω)t

)
exp(−iw̄nIyt)Θ ′

n(ω , t), (10.68)

where

Θ̇ ′
n(ω) =−i

{
a′(t,ω)

}
Θ ′

n(ω), (10.69)

and Θ ′
n is the evolution of Θn in the frame of exp(−iw̄nIyt). The oscillating terms in

the above equation can be written as

a′(t,ω) = ∑
k

ck cosνkt Ikα + sk sinνkt Ikβ︸ ︷︷ ︸
gk(t)

, (10.70)
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where the frobenius norm of the Pauli-matrices |Ikα | = |Ikβ | = 1√
2
. Define Gk =√

c2
k + s2

k +2|cksk cosθk|, where θk is the angle between Pauli matrices Ikα and

Ikβ . We now calculate, how well the oscillating terms a′(t,ω) will average out by
bounding the deviation of Θ ′

n(ω) from the identity.
Let Uk denote the evolution,

U̇k =−i
n

∑
j=k

gk(t)Uk. (10.71)

To evaluate Uk, we transform into the frame of Uk+1, i.e., Vk = U ′
k+1Uk, which

gives
V̇k =−i U ′

k+1gkUk+1 Vk. (10.72)

We now evaluate the Peano Baker series for Vk over a period τk = 2π
νk

. Let H̃k =

U ′
k+1gk(t)Uk+1,

Vk(τk) = I+
∫ τk

0
H̃k(τ)dt +

∫ τk

0

∫ τ

0
H̃k(dτ)H̃k(dσ)dτdσ + . . .

︸ ︷︷ ︸
Δ

. (10.73)

For Gkτk < 1, we have |Δ | ≤ √
2

G2
k τk
νk

.
Let

Dk(t) =
∫ t

0
gk(σ)dσ . (10.74)

Then note Dk(nτk) = 0. Then, using integration by parts, we write

∫ τk

0
U†

k+1gk(t)Uk+1(t)dt = U†
k+1Dk(t)Uk+1(t)|τk

0

−i
∫ τk

0
U†

k+1

[
n

∑
j=k+1

g j,Dk(t)

]
Uk+1dτ. (10.75)

We can bound the second integral on the RHS by

∫ τk

0
| U†

k+1

[
n

∑
j=k+1

g j, Dk(t)

]
Uk+1 |dτ ≤

√
2

Gk ∑n
j=k+1 G j

νk
τk, (10.76)

where

Dk(t) =
1
νk

{ckIkα sinνkτ − skIkβ cosνkτ}|t0. (10.77)
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This gives that

|Vk(t)− I| ≤
√

2

{
Gk ∑n

j=k+1 G j

νk
+

G2
k

νk

}
t. (10.78)

We evolve U1 in the frame of U2, followed by U2 in the frame of U3 and so on.
Then we write the total evolution

Θ ′
n(ω , t) =Vn . . .V1 = (I +EnΔn) . . . (I +E1Δ1), (10.79)

where |Δk|= 1 and

Ek ≤
√

2

{∑n
j=k+1 G j

νk
Gk +

G2
k

νk

}
t. (10.80)

The total error E = |Θ ′
n(ω , t)− I| is written as

E = ∑
k

Ek. (10.81)

Two limits are of interest. When all νk = ν , then

E√
2
≤ 1

2ν

⎧⎨
⎩
(

n

∑
k=1

Gk

)2

+
n

∑
k=1

G2
k

⎫⎬
⎭ t, (10.82)

when Gk � ∑n
j=k+1 G j then we approximate,

E√
2
≤ ∑

k

G2
k

νk
t. (10.83)

Remark 10.1. We rewrite (10.66) as

cn−(k+1) = 2
√

cn−kυn−k; w̄n−(k+1) = υn−k − cn−k. (10.84)

Define ck
υk

= αk. Then, choosing υn−(k+1) = 2υn−k, we write

αn−(k+1) =
√

αn−k. (10.85)

Let qk = log2 αk. Then, taking log of the above equation, we get

qn−(k+1) =
1
2

qn−k. (10.86)
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The above equation gives

log
cn−(k+1)

cn−k
− 1 =

(
1
2k

)(
log

cn−1

cn
−1

)
. (10.87)

Let a = (log cn−1
cn

− 1). Adding k+ 1 such equations, and exponentiating both sides,
we get

cn−(k+1)

cn
= 2k+12a∑k

j=0
1

2 j . (10.88)

Then we have,
cn−(k+1)

cn
= 2k+12

a
(

2− 1
2k

)
. (10.89)

By choosing,

w̄n−1 = 1− c2
n−1

4
. (10.90)

We obtain cn =
c2

n−1
4 , which gives, cn4a = 1, with υn = 1. Then, we have

cn−(k+1) = 2k+12−
a

2k (10.91)

and

w̄n−(k+2) = 2k+1
(

1− 2−
a

2k

)
= 2k+1

(
1− e− ln2 a

2k

)
< 2a ln2︸ ︷︷ ︸

Δ

, (10.92)

where, for x ≥ 0, we have e−x ≥ 1− x and e−x ≤ 1− x+ x2

2 . Note Δ = lnc−1
n . Then

wn−k ≤ 2n−kΔ , for k ≥ 2. Note wn−1 = 2n−1(1− cn). We choose wn = 2n

4 and a
typical value of c−1

n = 100, so that αn = .04.
The term

wn

n

∏
k=1

cos(υkt) =
wn

2n

2n

∑
i=1

cos( fit), (10.93)

where fi are the sum and differences of the frequencies υk. This choice of the RF-
field has rms power that scales like 2n+1Δ 2 and an rms amplitude Ae that scales like
2

n+1
2 Δ . Let Ae = 2

n=1
2 Δ , we define,

(ũ(τ), ṽ(τ)) = A−1
e

(
u
(
A−1

e τ
)
,v

(
A−1

e τ
))

,

then this control input has rms amplitude 1 and will perform a uniform excitation

for c0 = Δ−12
n−1

2 in time t̃ f ≤ 2
n−1

2 πΔ
w̄n

. The ratio c0
t f
∼ κ , a constant, which suggests

a linear scaling of time-bandwidth for a constant rms amplitude (Fig. 10.8).

In summary, in this section, we presented a new method for performing broad-
band rotations on an inhomogeneous spin ensemble with dispersion in their natural
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Fig. 10.8 Panel (a) shows a segment of the amplitude profile of the RF-field in units of 1
w0

.

Panel (b) shows a segment of the phase profile of the RF-field in units of 1
w0

. Panel (c) shows
the excitation profile, the x coordinate of the Bloch equation at time t f = 2,662/w0, starting from
z = 1 for a range of frequencies expressed in the units of the maximum amplitude of the available
RF-field. The control input takes the form expressed in (10.61). We start with an initial c0

w0
∼ 2 and

in the final frame c7
w7

= 0.04. We choose υk = 3υk+1. The maximum amplitude of the RF-field,
A = 1.38w0, while root mean square amplitude Am = 1.15w0. Panels (d–f) depict the same for
υk = 2υk+1. In this case, t f = 27.9/w0. The maximum amplitude of the RF-field, A = 15w0, while
root mean square amplitude Am = 5.1w0. The excitation profile in units of Am is much broader in
this case
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frequencies. We derived an upper bound for the error in performing a π
2 pulse. The

simulations show that the performance of the method is far superior than what the
bound was when applied to the parameters of the problem would suggest. This opens
many new and interesting methodological challenges in understanding the effect of
the multiply modulated RF-field.

10.4 Coupled Spin Dynamics

Until now, we have described bilinear control systems that arise in the control of
spin 1

2 or an ensemble of spin 1
2 . A rich class of model control problems arise,

when one considers dynamics of two coupled spin 1
2 . The dynamics of two coupled

spins forms the basis for the field of quantum information processing and computing
and is fundamental in multidimensional NMR spectroscopy experiments as detailed
subsequently. Let |0〉 and |1〉 represent a choice of the orthogonal basis for the
Hilbert space of state of the spin 1

2 , for example, the eigenstates of the operator
σz, with eigenvalues 1

2 and − 1
2 , respectively. The joint Hilbert space of the coupled

spin system is the tensor product of the individual one of these. A possible choice of
the basis for the joint Hilbert space is the tensor product of basis for each individual
space (also termed the product operator basis), and we represent these basis as |00〉,
|01〉, |10〉, and |11〉, where

|00〉=
[

1
0

]
⊗

[
1
0

]
=

⎡
⎢⎢⎣

1
0
0
0

⎤
⎥⎥⎦.

An arbitrary vector in this space takes the form

a|00〉+ b|01〉+ c|10〉+d|11〉. (10.94)

Not all the vectors in the joint Hilbert space can be written as the tensor product
|φ1〉⊗ |φ2〉. Vectors that can be decomposed in this way are called separable states
and those that cannot are termed entangled states. For example, the states

|ψA±〉 = |00〉± |11〉√
2

, (10.95)

|ψB±〉 = |01〉± |10〉√
2

(10.96)

are examples of entangled states and are given the special name of the Bell states.
The Hamiltonian for a system of two coupled spins then takes the general form

H0 = ∑aμσμ ⊗ 1 +∑bν1 ⊗σν +∑Jμνσμ ⊗σν , (10.97)
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where μ ,ν ∈ {x,y,z}. The Hamiltonians σμ ⊗ 1 and 1 ⊗ σν are termed local
Hamiltonians and the Hamiltonian

Hc = ∑cμνσμ ⊗σν , (10.98)

the coupling or interaction Hamiltonian. The local Hamiltonians only operate on
one of the spins. For example, σμ ⊗ 1 only transforms the first spin (labeled as I)

σμ ⊗ 1 |φ1
〉⊗|φ2 〉=

(
σμ |φ1 〉

)⊗|φ2 〉 . (10.99)

Similarly 1 ⊗σμ only transforms the second spin (labeled as S).
The following notation is therefore common place in the NMR literature.

Iμ = σμ ⊗ 1 ; Sν = 1 ⊗σν . (10.100)

The operators Iμ and Sν commute and therefore

exp(−i∑
μ

aμ Iμ +∑
ν

bνSν) = exp

(
−i∑

μ
aμ Iμ

)
exp

(
−i∑

ν
bνSν

)

=

(
exp

(
−i∑

μ
aμσμ

)
⊗1

)
⊗
(

1 ⊗exp

(
−i∑

ν
bνσν

)

(10.101)

and therefore

exp

(
−i∑

μ
aμIμ +∑

ν
bνSν

)
|φ1〉⊗ |φ2〉 =

(
exp(−i∑

μ
aμσμ)|φ1〉

)

⊗
(

exp

(
−i∑

ν
bνσν

)
|φ2〉

)

implying that the evolution of local Hamiltonians preserves separable states. The
unitary transformations of the kind

exp

(
−i∑

μ
aμσμ

)
⊗ exp

(
−i∑

ν
bνσν

)

obtained by evolution of the local Hamiltonians are called local unitary transforma-
tions.

Entangled states can be generated starting from separable states by letting the
coupling Hamiltonian evolve. The coupling Hamiltonian can be written as

Hc = ∑Jμν IμSν . (10.102)
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Written explicitly, some of these matrices take the form

Iz = σz ⊗ 1 =
1
2

⎡
⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

⎤
⎥⎥⎦ (10.103)

and

IzSz = σz ⊗σz =
1
2

⎡
⎢⎢⎣

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

⎤
⎥⎥⎦. (10.104)

The 15 operators,

−i{Iα ,Sβ , IαSβ}
for α,β ∈ {x,y,z}, form the basis for the Lie algebra g = su(4), the 4× 4, skew
Hermitian matrices. For the coupled two spins, the generators −iH0,−iHj ∈ su(4)
and the evolution operator U(t) in (10.4) is an element of SU(4), the 4×4, unitary
matrices of determinant 1. The density matrix for a two spin system is then a 4×4
Hermitian matrix with trace 1 and can be written as

ρ =
1
4
+∑

μ
aμ Iμ +∑

ν
bνSν +∑

μν
Jμν IμSν . (10.105)

It is customary to omit 1 in the formula for (10.105), as it does not transform under a
unitary transformation. The various terms in the decomposition of the density matrix

have a special meaning. A density matrix ρI =
1
4 +αIIz corresponds to the state of

the spin ensemble, where there are excess of spins I oriented along the z axis, the B0

field direction, while there is no preferred orientation for spin S. Similarly, a density
matrix ρS =

1
4 +αSSz corresponds to the state of the spin ensemble, when there are

excess of spins S oriented along the B0 field direction, while there is no preferred
orientation for spins I.

Numerous experiments in NMR spectroscopy involve synthesizing unitary trans-
formations that require interaction between the spins (evolution of the coupling
Hamiltonian). These experiments involve transferring, for example, the initial state
of the spin ensemble represented by a density operator of the kind ρI to a final
density operator of the kind ρS and involves evolution of interaction Hamiltonians.
Such transfer experiments are used to improve the sensitivity of the measurement
and will be discussed subsequently. Similarly, many protocols in quantum com-
munication and information processing [36] involve synthesizing entangled states
as in (10.95) starting from the separable states. This again requires evolution of
interaction Hamiltonians between the spins.

A typical feature of many of these problems is that evolution of interaction
Hamiltonians takes significantly longer than the time required to generate local
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unitary transformations. Local unitary transformations on spins are obtained by
application of RF-pulses, whose strength may be orders of magnitude larger than
the couplings between the spins. Given the unitary evolution

U̇ =−i

[
Hc +

n

∑
j=1

u jHj

]
U, U(0) = I, (10.106)

where Hc represents a coupling Hamiltonian as in (10.98), we ask what is the
minimum time required to synthesize any unitary transformation in the coupled
spin system, when the control generators Hj are local Hamiltonians and are much
stronger than the coupling between the spins. Design of time optimal RF-pulse
sequences is an important research subject in NMR spectroscopy and quantum
information processing as minimizing the time to execute quantum operations can
reduce relaxation losses which are always present in an open quantum system as
described in Sect. 10.2.1. This is the problem of time optimal control of bilinear
control systems, as in (10.2), evolving on compact Lie groups. The present problem
has a special mathematical structure that helps to characterize all the time optimal
trajectories [10, 34]. The special mathematical structure manifested in the coupled
two spin system motivates a broader study of control systems with the same
properties.

The Lie algebra g= su(4) has a decomposition g= p⊕ k, where

k=−i
{

Iμ ,Sν
}
, p=−i

{
IμSν

}
. (10.107)

Here k is a subalgebra of g made from local Hamiltonians. It is easy to verify that

[k,k]⊂ k, [k,p]⊂ p, [p,p]⊂ p. (10.108)

This decomposition of a real semi-simple Lie algebra g= p⊕ k satisfying (10.108)
is called the Cartan decomposition of the Lie algebra g [35].

The coupling Hamiltonian −iHc ∈ p in (10.106), while the control Hamiltonians
−iHj ∈ k. We will assume that the Lie algebra generated by the control terms
−iHj span the whole k, i.e., {−iHj}LA = k. Under this assumption, a computation
shows that the system in (10.106) is controllable for any −iHc ∈ p. Let K = exp(k).
We assume that control amplitudes are unbounded a priori, and any element of the
subgroup K of transformations can be synthesized in arbitrarily small time. This
is typical and will be elaborated in the context of NMR applications and quantum
information processing, where any local unitary transformation can be produced in
negligible time compared to the evolution of the couplings.

The Cartan decomposition of the Lie algebra g in (10.108) leads to the decompo-
sition of the Lie group G [35]. Let a denote the largest abelian subalgebra contained
inside p. Then, any arbitrary element of the group G = SU(4) can be written as

G = K1 exp(a1)K2, (10.109)
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where K1,K2 ∈ K, and a1 ∈ a. Furthermore, the Cartan decomposition entails that
for −iHc ∈ p, and K1 ∈ K, we have K1(−iHc)K

†
1︸ ︷︷ ︸

AdK1
(−iHc)

∈ p.

Example 10.1. For g= su(4), as in (10.107), one choice of a is

a=−i{Iα Sα} ; α ∈ {x,y,z} . (10.110)

Note a is three dimensional. Then, any arbitrary element of any element U ∈ SU(4)
can then be written explicitly as

G= exp

(
−i∑

μ
cμ Iμ +∑

ν
dνSν

)

︸ ︷︷ ︸
K1

exp

(
−i∑

α
Jα Iα Sα

)
exp

(
−i∑

μ
aμ Iμ +∑

ν
bνSν

)

︸ ︷︷ ︸
K2

(10.111)

for appropriate choice of coefficients aμ , bν , cμ , dν , Jα etc.

Example 10.2. For g = su(n) and k = so(n), and p = −iA, where A is a traceless
symmetric matrices, the decomposition g= p⊕ k is a Cartan decomposition. Let a
be the space of all traceless diagonal matrices, where

a=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−i

⎡
⎢⎢⎢⎢⎢⎣

λ1 0 0 0 0
0 λ2 0 0 0

0 0
. . . 0 0

0 0 0 λn−1 0
0 0 0 0 λn

⎤
⎥⎥⎥⎥⎥⎦

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
.

Then any element of U ∈ SU(n) can be written as U =K1 exp(D)K2, where K1,K2 ∈
SO(n) and D ∈ a is a diagonal matrix as above.

Theorem 10.1. [10] For the control system in (10.106), all the elements of G that
can be reached starting from U(0) = I in time T > 0, denoted as R(I,T ), are
characterized by its closure as

R̄(I,T ) = K1 exp

(
T ∑

j
α jZ j

)
K2,

where K1,K2 ∈ K, α j ≥ 0 and ∑ j α j = 1 and Zj ∈ AdK(−iHc)∩ a. The points Zj

are called the Weyl points, the set of points where the orbit AdK(−iHc) intersects
the Cartan subalgebra a. Let c(−iHc) denote the convex hull of the Weyl points
AdK(−iHc)∩a, then the reachable set can also be written as

R̄(I,T ) = K1 exp(T c(−iHc))K2. (10.112)
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Remark 10.2. In essence, the KAK decomposition of the group G allows us to write
any U ∈ G as U = K1 exp(Y )K2 with Y ∈ a and the minimum time T to synthesize
U is to find the smallest time T such that Y/T lies in the convex hull of the Weyl
points Zj. Given that T is the minimum time such that Y/T = ∑ j α j AdKj (−iHc)︸ ︷︷ ︸

Zj

,

with α j > 0, ∑ j α j = 1 and AdKj (−iHc)︸ ︷︷ ︸
Zj

∈ a, we synthesize exp(Y ) as

exp(Y ) =
n+1

∏
j=1

Kj exp(−iHct j)K
†
j , (10.113)

where Kj ∈ K, and therefore take negligible time to synthesize. The optimal
trajectory consists of a sequence of fast control rotations, interspersed with the
periods of free evolution.

Example 10.3. In example 2, the Weyl points Zj are

−i

⎡
⎢⎢⎢⎢⎢⎢⎣

λσ(1) 0 0 0 0
0 λσ(2) 0 0 0

0 0
. . . 0 0

0 0 0 λσ(n−1) 0
0 0 0 0 λσ(n)

⎤
⎥⎥⎥⎥⎥⎥⎦
,

the various permutations of the eigenvalues of Hc. The closure of the reachable set
in time T is all matrices of the form

K1 exp

⎛
⎜⎜⎜⎜⎜⎝
−i

⎡
⎢⎢⎢⎢⎢⎣

μ1 0 0 0 0
0 μ2 0 0 0

0 0
. . . 0 0

0 0 0 μn−1 0
0 0 0 0 μn

⎤
⎥⎥⎥⎥⎥⎦

⎞
⎟⎟⎟⎟⎟⎠

K2,

where μ = (μ1,μ2, . . . ,μn)
′ satisfies μ ≺ T λ , where λ = (λ1,λ2, . . . ,λn)

′, and the
symbol ≺ stands for majorization, i.e., μ lies in convex hull of the vector T λ and
its various permutations.

Example 10.4. For the coupled spins, as in example 1, if we choose a=−i{IαSα},
then the Weyl points Zj have the form cxIxSx + cyIySy + czIzSz, where

(cx,cy,cz) ∈
{

ε1cσ(1),ε2cσ(2),ε3cσ(3)|εi =±1, ∏
i

εi = 1

}
,
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where (cσ(1),cσ(2),cσ(3)) are various permutations of (c1,c2,c3), and c1 ≥ c2 ≥ |c3|.
Then the reachable set for the system in time T in example 1 is now described by
Theorem 10.1 and can be explicitly written as

R̄(I,T ) = K1 exp(b1IxSx + b2IySy +b3IzSz)K2, (10.114)

such that b1 ≥ b2 ≥ |b3|, and b1 ≤ Tc1 and b1 + b2 ± |b3| ≤ T (c1 + c2 ± |c3|).
As before K1,K2 ∈ K = SU(2)⊗ SU(2).

Theorem 1 gives a complete characterization of the reachable set for a coupled
qubit system. The results derive from the Cartan decomposition of the group
G= SU(4) in terms of the associated subgroup K = SU(2)⊗SU(2), where elements
of K can be synthesized in arbitrarily small time. Until now we have only talked
about two coupled qubits. Experiments in quantum information processing and
NMR spectroscopy involve control of dynamics of multiple coupled spins. For a
system of n spin 1

2 , the Hilbert space is 2n dimensional. Unitary transformation on
such a space belong to the group G = SU(2n). The control Hamiltonians for such
a system generate the subgroup K = SU(2)⊗ SU(2) . . .SU(2), the group of local
unitary transformations that affects individual spins. Lie group decompositions such
as the KAK decomposition can be used to decompose any unitary transformation
U ∈ G as

U = Kn+1 exp(−iHctn) . . .exp(−iHct1)K1,

where Ki ∈ K are local rotations and are interspersed with the evolution of
the coupling Hamiltonian −iHc for appropriate time. These decompositions then
provide explicit synthesis methods for generating unitary transformations in G.

There are numerous beautiful control problems of efficient synthesis of unitary
transformations belonging to SU(2n), using the coupling Hamiltonian between the
spins and the control subgroup K [11]. Finding time optimal control for synthesizing
unitary transformations in the big space G can be reduced to problems in Sub-
riemannian geometry and have been recently studied [30]. Characterization of time
optimal trajectories for multiple spin systems, however, remains largely open.

10.5 Control of Coupled Spin Dynamics in the Presence
of Relaxation

Many experiments in coherent spectroscopy and quantum information processing
require transfer between different states of coupled spin system. The presence
of decoherence arising due to coupling to the environment limits how close the
state of a spin system can be driven to a target state. In the previous section,
we described problems in time optimal control of coupled spin dynamics with
the goal of minimizing decoherence effects by reducing the time to perform
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Fig. 10.9 (a) Shows the eigenstates of the Hamiltonian H0 +Hc for the two spin system as in
(10.115). The energies are in frequency units. (b) Corresponds to an ensemble where there are
excess of spin I oriented along the B0 field direction. The populations in various states are shown
below the energy bars [1]

quantum operations. In this section, we describe some problems of optimal design
of trajectories of coupled spin evolution so that they suffer minimum decoherence
loss. We show that by exploiting explicit models for decoherence, represented by
Lindblad operators as described in (10.33), it is possible to design trajectories of the
coupled spin system so that they suffer minimum decoherence loss [31–33].

We consider a coupled spin system consisting of spin I and S. The Hamiltonian
for the spin system takes the form

H(t) = 2πνIIz +2πνSSz︸ ︷︷ ︸
H0

+πJ2IzSz︸ ︷︷ ︸
Hc

+2πAcos(ωt +θ (t))︸ ︷︷ ︸
u1(t)

(Ix +Sx)︸ ︷︷ ︸
H1

. (10.115)

The first two terms of H0 represent energy of the spins I and S in a static
magnetic field along the z direction. The term 2IzSz corresponds to the interaction
Hamiltonian, which gives a positive contribution when spins are oriented alike and
negative contribution when the spins are oriented opposite to each other. The control
consists of an oscillating magnetic field along the x direction, whose amplitude,
frequency, and phase, given by A(t), ω , and φ , can be varied. In these experiments,
J � A � νI ,νS. Typical values of J and A are in Hz and kHz, respectively, while νI

and νS at B0 field strength of Tesla are hundreds of megahertz.
The eigenstate of the Hamiltonian are the product operator basis |00〉, |01〉,

|10〉, and |11〉, where |0〉 and |1〉 are eigenstates of σz, with eigenvalues 1
2 and

− 1
2 . Therefore, the energies of these eigenstates are − (νI+νS−J/2)

2 , (νI−νS−J/2)
2 ,

(−νI+νS−J/2)
2 , and (νI+νS+J/2)

2 . These energies are depicted in the energy level
diagram in Fig. 10.9a. Observe that the difference in the energies of the |1〉 and 0〉
states of spin I depend on whether the S spin is in |0〉 or |1〉 state and corresponds to
transitions I and II in Fig. 10.9a. The corresponding energies are νI − J

2 and νI +
J
2 .
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Therefore, if one performs an NMR experiment as described earlier in Fig. 10.3 on
a spin ensemble of coupled spin I and S where I spins have the Larmor frequency
ωI, then one observes two resonances, one at νI − J

2 and one at νI +
J
2 .

Figure 10.9a shows the state of a spin ensemble with the population in different
states written below the energy bar. The proportion of the ensemble when spin I is
in the state |0〉, vs when the spin I is in the state |1〉, is 5/4, while the ensemble has
equal number of spin S in |0〉 and |1〉 states. Writing down a density matrix for this
system then gives,

ρ =
5

18
|00 〉 〈 00|+ 5

18
|01 〉〈 01|+ 4

18
|10 〉 〈 10|+ 4

18
|11 〉〈 11|. (10.116)

We obtain

ρ =
1
4

1 +
1

18
Iz,

which signifies that we have an ensemble of spins with an excess of spins I
oriented along the z direction. An important experiment in NMR spectroscopy is
to synthesize unitary transformations that will transform an ensemble of the kind

1
4

1 +αIIz +αSSz,

where αI > αS into an ensemble that looks like 1
4 1 +αSIz +αISz. If the gyromag-

netic ratio γI > γS, then in thermal equilibrium spins I are more polarized than spin
S and therefore αI > αS. By transforming the ensemble so that more of the spins
S get more polarized compared to their equilibrium state, it is possible to improve
the sensitivity of NMR experiments that determine the Larmor frequency of spins S.
This experiment is called the transfer of polarization experiment. To make matters
more transparent, we assume αS = 0 and drop the factor 1

4 1 as this part of the
density matrix does not transform under rotations. We consider operations that will
transform the spin ensemble from the initial state

Iz → Sz. (10.117)

One method for performing this manipulation is to first perform a rotation on spin
I conditioned on the state of spin S, so that |10〉 ↔ |00〉, while |01〉 and |11〉 is
unperturbed. In the language of quantum information processing, this is so-called
a controlled not (CNOT) operation, and the corresponding unitary transformation
denoted Ucnot inverts the state of spin I, conditioned on state of spin S being |0〉.
This is depicted by arc I in Fig. 10.9b. Now, we can perform a CNOT operation on
spin S, such that the S spin is inverted if spin I is 0. As a result of the first CNOT
operation, the ensemble in (10.116) transforms to

ρ =
5

18
|10〉〈10|+ 5

18
|01〉〈01|+ 4

18
|00〉〈00|+ 4

18
|11〉〈11|= 1

4
1 +

1
18

2IzSz.

(10.118)
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As a result of the second CNOT operation, the ensemble in (10.118) transforms to

ρ =
5
18

|10〉〈10|+ 5
18

|00〉〈00|+ 4
18

|01〉〈01|+ 4
18

|11〉〈11|= 1
4

1 +
1

18
Sz. (10.119)

Another operation of fundamental importance in quantum information processing
is to transform a separable state |00〉 to an entangled state of the form |00〉+|11〉

2 .
Entangled states are useful resources in many quantum information processing
protocols. One mechanism of performing such an operation is to start with an initial
state |00〉 and transform it as

|00〉 → |0〉 |0〉+ |1〉√
2

.

Such a transformation simply involves doing a local unitary transformation of the
type exp(−i π

4 1 ⊗ σx) and can be obtained by evolution of local Hamiltonians
as described in the previous section. Such operations are significantly faster than
the evolution of the coupling Hamiltonians. Now, by performing the unitary
transformation, Ucnot, on this state, where the state of the first spin I is inverted
conditioned on the state of the spin S, such that |00〉 → |00〉 and |01〉 → |11〉, we
obtain

|0〉 |0〉+ |1〉√
2

→ |00〉+ |11〉
2

.

In the presence of decoherence or dissipation in the system, the desired transfer
cannot be performed with complete fidelity. Interesting optimal control problems
arise with the goal of maximizing the fidelity of the desired transformations in the
presence of decoherence as described subsequently. The control system describing
the transfer is obtained by first writing the Schröedinger equation of the coupled
spin system in terms of the product basis |00〉, |01〉, |10〉, and |11〉. This gives
us that

d
dt

⎡
⎢⎢⎣

ψ1

ψ2

ψ3

ψ4

⎤
⎥⎥⎦=

−i
2

⎡
⎢⎢⎣
−ωI −ωS + J u u 0

u −J+ωS −ωI 0 u
u 0 ωI −ωS + J u
0 u u ωI +ωS + J

⎤
⎥⎥⎦

⎡
⎢⎢⎣

ψ1

ψ2

ψ3

ψ4

⎤
⎥⎥⎦.

(10.120)

We add decoherence into our system model by introducing fluctuations into the
system Hamiltonian H(t) in (10.120). The resulting density matrix equation then
takes the form

ρ̇ =−i[H(t)+ f1(t)Iz + f2(t)Sz + f3(t)IzSz,ρ ], (10.121)
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where f1(t), f2(t), and f3(t) are assumed to be uncorrelated fluctuations such that
E[ fi(t + τ) f j(t)] = δi jδ (τ)ki. This captures the fact that various terms contribute to
the Hamiltonian fluctuating. This leads to the master equation

ρ̇ =−i[H(t),ρ ]+ k1[iIz[iIz,ρ ]+ k2[iSz[iSz,ρ ]+ k3[iIzSz[iIzSz,ρ ]︸ ︷︷ ︸
L(ρ)

. (10.122)

Now, by choosing u(t) = 2cosωIt, where ωI is the resonance frequency of spin I,
and transforming into a rotating frame described by taking the density matrix

ρ(t)→ exp(iH0t)ρ(t)exp(−iH0t),

we obtain that

ρ̇ =−i[2JIzSz +Acosφ(t)︸ ︷︷ ︸
u(t)

Ix +Asinφ(t)︸ ︷︷ ︸
v(t)

Iy, ρ ]+L(ρ). (10.123)

We can rewrite the corresponding density equation as

d
dt

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

z1

y1

x1

x2

y2

z2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 u −v 0 0 0
−u −k −J 0 0 0
v J −k 0 0 0
0 0 0 −k −J v
0 0 0 J −k −u
0 0 0 −v u 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

z1

y1

x1

x2

y2

z2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (10.124)

where (x1,y1,z1) is a Bloch vector associated with the two level system |00〉 and
|01〉. Similarly, (x2,y2,z2) is the Bloch vector associated with the two level system
|10〉 and |11〉.

The goal is then to synthesize u(t) and v(t) that transfer

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1
0
0
0
0
1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
→

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−1
0
0
0
0
1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.

This would correspond to the selective inversion of the transition I in Fig. 10.9a.
We reexpress the above equations with coordinates Z1 = z1+z2

2 and Z2 = z1−z2
2 .

Similarly, we define X1,X2,Y1,Y2. Then, we obtain the following control system:

Not for resale



10 Problems in Control of Quantum Systems 359

d
dt

⎡
⎢⎢⎣

Z1

X1

X2

Z2

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

0 −u(t) 0 0
u(t) −k −J 0

0 J −k v(t)
0 0 −v(t) 0

⎤
⎥⎥⎦

⎡
⎢⎢⎣

Z1

X1

X2

Z2

⎤
⎥⎥⎦. (10.125)

Now, the goal is to steer the above system from (1,0,0,0)′ to (0,0,0,η)′, maxi-
mizing the value of η . Here the parameters J and k represents the coupling and
relaxation in the system. Equation (10.125) represents a typical problem in the
control of quantum systems in the presence of decoherence where one requires
natural dynamics, represented by the parameter J, to steer the system between points
of interest and the natural dynamics is dissipative, as represented by the parameter
k. When the strength J is comparable to the parameter k, one necessarily dissipates,
resulting in η < 1. Since the controls can be made much larger than the natural

parameters in the system, we define r1 =
√

Z2
1 +X2

1 , r2 =
√

Z2
1 +X2

1 , tanθ1 = Z1
X1

,

and tanθ2 =
Z2
X2

. Writing an equation for r1 and r2 gives us

d
dt

[
r1

r2

]
=

[−ku2
1 −Ju1u2

Ju1u2 −ku2
2

]
, (10.126)

where u1(t) = cosθ1(t) and u2(t) = cosθ2(t). The goal is that for 0 ≤ u1(t),u2(t)≤
1, find the maximum possible transfer to the final state r2, starting from the initial
state (r1,r2) = (1,0). Now, this problem can be solved by direct application of the
maximum principle.

Let (λ1,λ2) represent the costate variable for the system in (10.126). Along the
optimal trajectory, the Hamiltonian

H(u1,u2) =
[

λ1 λ2
][−ku2

1 −Ju1u2

Ju1u2 −ku2
2

][
r1

r2

]

should be maximized. The Hamiltonian can then be written as

H(u1,u2) =
[

u1 u2
][ −kλ1r1 J λ2r1−λ1r2

2
J λ2r1−λ1r2

2 −kλ2r2

]

︸ ︷︷ ︸
B

[
u1

u2

]
.

Then the optimal (u∗1,u
∗
2) should satisfy that H(u∗1,u

∗
2) = 0. This then implies that

det B = 0 and B

[
u∗1
u∗2

]
= 0. Then substituting det B = 0 and letting a = λ2

λ1
, b = r2

r1

and ξ = k
J , we obtain that

√
b
a
=

√
1+ ξ 2− ξ .
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Now using the condition that B

[
u∗1
u∗2

]
= 0, implies that

u∗1
u∗2

= a−b
2ξ , resulting in

u∗2r2

u∗1r1
=

√
1+ ξ 2− ξ . (10.127)

The optimal feedback control law for (10.125) entails that X2
X1

=
√

1+ ξ 2 − ξ .

This policy leads to an optimal value of η =
√

1+ ξ 2 − ξ in (10.125) and this
is the largest possible value of r2 in (10.127). Infact, it is now straightforward to
write down an optimal return function V (r1,r2), representing the maximum possible
achievable value of r2 starting from arbitrary value of r1 and r2 and it turns out to be

V (r1,r2) =
√

η2r2
1 + r2

2.

In (10.121), we assumed that fluctuations fi(t) are uncorrelated. Interesting
model systems arise when we consider correlations between various noise mech-
anisms [32]. Suppose, we assume that E( f1(t) f3(t+τ)) = kcδ (τ), which represents
interference effect between noise mechanisms in NMR spectroscopy [32]. The
following transfer problem arises in this case, which is of fundamental and practical
interest. Given the control system

d
dt

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Z1

Y1

X1

X2

Y2

Z2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 u(t) −v(t) 0 0 0
−u(t) −ka −J 0 kc 0
v(t) J −ka kc 0 0

0 0 kc −ka −J v(t)
0 kc 0 J −ka −u(t)
0 0 0 −v(t) u(t) 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Z1

Y1

X1

X2

Y2

Z2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, (10.128)

find optimal (u(t),v(t)) such that starting from (Z1,Y1,X1,X2,Y2,Z2) = (1,0,0,0,0,
0), what is the largest value of (0,0,0,0,0,η)?

The above optimal control problem can be solved in closed form. Consider the
vectors l2 = (X2,Y2) and l1 = (X1,Y1). The optimal solution is then given by the
following two invariants of motion. The ratio

l2
l1

=
√

1+ ξ 2− ξ = η ; ξ =

√
k2

a − k2
c

k2
a + J2 (10.129)

is maintained constant and the angle between vectors l2 and l1 is maintained
constant. The maximum transfer of efficiency is then η .

It is worthwhile to point out that researchers in magnetic resonance have
developed novel pulse sequences that have improved the transfer described in
(10.128); however, the fundamental limits of the transfer described here was not
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Fig. 10.10 The figure shows efficiency of various state of the art pulse sequences as a function of
ka
J for the transfer in (10.128) for kc = 0.75. The CROP pulse sequences developed using optimal

control of system in (10.128) provide the optimal transfer [32]

known. Figure 10.10 shows a plot of transfer efficiency of various state-of-the-
art pulse sequences as a function of the ratio ka

J for kc = 0.75. The CROP pulse
sequence obtained by solving the above transfer problem using methods of optimal
control performs better than all state-of-the-art methods and provide significant
improvement in sensitivity. Furthermore, methods of optimal control help to state
limits on how close a quantum dynamical system can be driven to a target state.

In summary, in this section, we provide some concrete examples of state transfer
problems involving control of coupled spin dynamics in the presence of decoherence
or relaxation. We showed how optimal control of these dissipative bilinear systems
can lead to design of better experiments. A systematic study of the controllability
and optimal control of problems related to Lindblad equations of open quantum
systems is expected to have immediate impact in areas of coherent spectroscopy
and quantum information processing.

Acknowledgments N. Khaneja would like to thank Sinbae Kim and Paul Coote for discus-
sions, and acknowledge NSF-0724057, ONR 38A-1077404, and AFOSR FA9550-05-1-0443
for supporting this work. Figure 10.4 is taken from the website “http://lucas.lakeheadu.ca” and
“http://chem.mq.edu.au.”
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Chapter 11
Common Threads and Technical Challenges
in Controlling Micro- and Nanoscale Systems

Benjamin Shapiro and Jason J. Gorman

The chapters in this book were taken from different groups, each of which has
addressed a different topic in the control of miniaturized systems. Yet the broad
issues they had to solve turn out to be strikingly similar. We close this book by
describing some common threads and technical challenges found throughout the
book chapters and in the field in general. This is followed by comments on research
directions that we believe are necessary to enable future innovations in this area.

11.1 Common Threads

As editors, one major motivation in assembling this book was to see what
unifying themes might emerge when examining a number of different applications
involving control at the micro- and nanoscales. It was clear that there would be
crosscutting technical challenges, which are discussed in the following section.
However, somewhat less expected was the emergence of common threads in
how the contributing researchers approached a new problem. These common
threads comprise a high-level research philosophy on how to approach new and
challenging control problems. Although culled from challenges in controlling
micro- and nanoscale systems, the points highlighted below largely apply to any
multidisciplinary research that involves control.
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11.1.1 Picking the Right Problems

All of the chapters in this book present applications where control can have a
strong impact such as dramatically improving the performance of atomic force
microscopy and enabling fast automated manipulation of nanoscale objects. Thus
the first recurring thread through all the chapters is the selection of good problems
where control can have a big impact. These problems can either be motivated by
current technological needs (e.g., the push to make AFM imaging and manipulation
better) or by a vision that control can do something in a new way (e.g., better
material growth by in situ sensing for online control of reactor parameters).

The problems presented in this book are just a sample. There are other examples
of control on small scales, including the control of microchemical reactors (e.g., see
[1, 2]), medical implant control (e.g., see [3]), and microscale robots (e.g., see [4]).
Control is also emerging in synthetic biology, where the goal is to design novel,
robust, and tunable biochemical systems and program them into genes to reprogram
living cells [5, 6].

Picking good problems is an art. Success at this stage is dependent on experience,
a view of the big picture, and creativity. To build up such a view in a new area, for
example, for control theorists interested in learning about miniature systems, we
recommend attending high-level seminars far outside one’s area of expertise, taking
every opportunity to “pick-the-brain” of researchers in disparate fields, and reading
widely – doing so is instrumental in uncovering broad needs. Even better is complete
immersion in a new environment for a significant period of time – no one we know
has ever regretted time spent in this way.

For experts in chemistry, fabrication, optics, microfluidics, or other domains
related to miniaturized systems, this book provides some concrete examples of how
feedback control can significantly improve capabilities on small scales. In every
single case that took significant time. It takes months, sometimes years, for a new-
comer to understand what questions to ask. However, once the issues sink in and the
creativity starts to work with different tools at hand, the subsequent payoffs can be
tremendous.

11.1.2 Model-Based Control

Although the book contributors were selected without any regard for what kind of
modeling they use, all of the chapters proceed by either stating a known physical
model (e.g., the Schrodinger equation for quantum mechanics) or by deriving one.
In each case, control systems were designed using these physical models. Moreover,
the modeling was not based on “black-box” system identification (e.g., fitting a
neural network to experimental data). Rather, as much as possible, the models were
derived from the physics. There are multiple reasons for this, but the simplest one
is this: if there is physics-based information (such as Newton’s laws or chemical
rate equations) that can be translated into “when this actuator is turned on like this,
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the behavior of the system changes like this,” then that information is useful and
it permits better design of controllers. Including that known information explicitly
through first-principles modeling is more effective than trying to have a computer
infer it from limited and noisy data. Simply put, the physical information that is
known provides a big advantage for control design, even though it may take months
or years to extract, understand, and use that information properly.

Although physical modeling is highly beneficial, the derived models do not have
to be perfect. Many of the chapters in this book deal with messy and complex
situations where pristine models are not feasible. Yet physical modeling is still a
major advantage. Even imperfect models can be used to tell a controller what it
should do to make the situation better – feedback then ensures high performance
by sensing the errors, choosing actuations to diminish them, and repeating the
correction at the next time step to force errors down to near zero. This works even
if each correction is imperfect. For dealing with imperfect models, the mathematics
of designing effective controllers in the face of modeling errors is known as robust
control and is a major field of study within control theory [7].

In some cases, systems exhibit crucial behavior that cannot be fully captured by
first-principles modeling, either due to a lack of physical understanding or inherent
system complexity (e.g., as in Chaps. 2, 3, 4, 5, 6, and 9). In these cases, it is ad-
vantageous to focus fitting and estimation techniques on just the unknown portions
of the system behavior and to still codify the remaining known information with a
physical first principles model. This leads to a “gray-box” type description, where
part of the model is known from the physics and the rest is identified from data.

Regardless of the form of the models created, they must be useful for control
design. This means that they must be compatible with available or emerging control
design tools. It is of no use to create a system model that contains all the physics
and is extremely accurate but is so complex that it requires a super-computer to
complete one simulation. More detailed models with a large number of states can
be (but are not necessarily) more accurate, but smaller models fit with a wider
array of analysis, design, and optimization tools. Roughly speaking, with current
computational capabilities and algorithms, linear control design techniques, such as
LQR (linear quadratic regulator) control design, can be used on linear or linearized
models with up to thousands or tens of thousands of states [7, 8]. But methods for
nonlinear control analysis and design [9,10], such as nonlinear stability analysis and
feedback linearization, are only practical for analytical models or models with much
fewer states (typically less than tens of states). Molecular dynamic or computational
fluid dynamic models, with their millions of states, are too large to be used directly
for control analysis or design. The key issue is to strike the right balance. In the
words of the 2004 National Science Foundation panel [11], models should be
“parsimonious” – the best models include only the most essential elements. When
large models originate from physical first principles, for example for computational
fluid dynamic or molecular dynamic models, it may be possible to reduce the size
of such high-fidelity models while keeping most of their accuracy by using model
reduction techniques [12, 13], as was done in Chap. 2. Used wisely, this can be an
effective tool for generating small but accurate models of complex systems.
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Effective modeling is a necessary part of control design. In new domains, this
modeling must be at least initiated by a control expert since they know what types
of models are needed for control analysis and design. Once initiated, continued
modeling is also usually carried out by the same person. However, information on
system physical phenomena is required from a domain expert, such that a tight
collaboration between a control scientist and a domain expert is almost always
required during the modeling phase. The attitude that control design starts with
prerequisite knowledge of a model in the form ẋ = f (x,u) and that this model is
provided by the domain expert is self defeating. The end result of this thinking is
that the control expert will miss a chance to work on something new and interesting
and the domain expert will have another example of a situation where control cannot
be applied to their problem of interest. Our own experience, and the experience
reflected in the book chapters, is that appropriate and high-quality modeling is
essential for successful control of micro- and nanoscale systems.

11.1.3 Posing the Right Mathematical Problem for Control

Once a suitable model is available, the next step is to pose the control problem in a
form that is tractable using existing, understood, or at least emerging mathematical
analyses. Good decisions here can sometimes turn what initially looks like a very
difficult task into something solvable. Conversely, it is easy to do this poorly – by not
keeping in mind the limitations of control analysis and design tools, or by a desire
to attack “the most general problem” – and to arrive at a formulation that cannot
be solved. As a concrete example related to control of electrowetting in Chap. 9,
consider the task of controlling the shape of liquid droplets by modulating surface
tension on their boundaries. Mathematically, this corresponds to control of nonlinear
partial differential equations through their moving boundary conditions, and it
is beyond the capabilities of current partial-differential-equation (PDE) control
methods. But if this problem is rephrased: if it is noted that the dynamic map from
the pressure on the boundary to the velocity inside the droplet is linear, that the
map from voltage to modulated surface tension pressure is nonlinear but static, and
that what is needed is a mapping from a few actuators (those actuators overlaid
by the droplet) to a few material points that adequately define the shape, then the
problem can be rephrased as a small least squares inversion from surface pressure
above the electrodes to velocity at the particles/material points, along with a static
inversion of the pressure/voltage nonlinearity. Now the problem can be easily and
effectively solved, robustly, and in real-time. These kinds of problem formulation
decisions are crucial – by exploiting features of the physics, difficult tasks can
turn into tractable problems. So, as in modeling, a careful balance must be struck
here between generality (more general problems are harder to solve) and usefulness
(a too specific solution will apply to only a small class of problems). Our advice is
to initially be motivated by specific applications, as is the case for all the chapters in
this book, and then to work up and out from demonstrated specific applications to a
wider class of problems.
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11.1.4 Experimental Verification

Another common thread that is present in all of the chapters is the essential need
for experimental verification. In a new area, like control of micro- and nanoscale
phenomena, there are few accepted models and the validity of the existing models
is far less certain compared to, for example, models of macroscale mechanical
structures. In these cases, it is not sufficient to demonstrate control performance
through simulations because one can only have confidence in simulation results
when the system models have been experimentally validated over the years.
Speaking from personal experience, we have yet to encounter a group of micro-
or nanoscale domain experts that will accept simulations as proof of performance.
Improved performance must be demonstrated where it counts, in actual working
systems.

11.1.5 Communication Across Complementary Fields

The final thread across the chapters is effective cross-disciplinary communication.
It is popular to invoke the importance of interdisciplinary collaboration, but the
depth of cross-immersion that is necessary to achieve results between two fields is
striking. We have found time and again that we can only create working systems
once we have deeply understood the needs, physics, numerics, and experiments
for that application domain, or, alternately, once each of those areas of expertise
is represented in our research team. From reading the chapters of other contributors,
we believe this need is universal. Being a controls expert just talking to a MEMS
expert or a clinician is almost always not good enough. The clinician must be
willing to become part of the team. The reverse is likely also true: being a MEMS
expert and talking to a controls expert is insufficient, rather, the microsystems expert
or clinician should find the right controls person and make him or her a part of
the research team. We hope that this book will add to the impetus to create tight
interdisciplinary teams, and to educate the next generation of students, as well as
engineers and faculty, in a concrete way – not just in name, but in real effort and
significant time spent learning things from new sources and outside disciplines. We
know the effort will be worth the rewards.

11.2 Technical Challenges

As seen throughout this book, controlling micro- and nanoscale systems presents
some unique and serious challenges in terms of the physics encountered and
implementation required. Some of these challenges are a result of scale and are
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not found in macroscale systems, while others are simply exacerbated by the
reduction in size. This section describes some of the most prevalent challenges and
limitations.

11.2.1 Noise and Fluctuations

All systems experience noise in one form or another; but at the micro- and
nanoscales, noise plays a particularly important role in system behavior. This is
because these systems are much closer in scale to the atomic-scale processes that
cause noise and they require precision measurements that are more likely to be
affected by noise. Thermal noise, which is due to the random interactions between
atoms and molecules in gases, liquids, and solids, is one form of noise that is
universal. When a particle is suspended in solution, the atoms in the liquid interact
with the particle causing Brownian motion [14]. As described in Chap. 6, Brownian
motion has a significant effect on the behavior of optically trapped particles.
Fluctuations in the particle position limit the manipulation precision and can cause
the particle to escape from the trap. Other examples of noise include shot noise in the
laser-based beam bounce method used to measure the deflection of AFM cantilevers
and Johnson noise in sensor readout electronics. Control issues for noisy systems are
well known. Optimal control design tools are appropriate to minimize the influence
of noise on the output signal. In most cases, noise in the sensor signal sets the bottom
limit on closed-loop resolution. Although there are many optimal control design
tools for linear stochastic systems, control theory for nonlinear stochastic systems
is currently limited to special cases due to mathematical complexity and remains an
open area of research.

11.2.2 Model Uncertainty

Parametric uncertainty is a major issue in micro- and nanoscale systems. As an
example, the geometry of micro- and nanofabricated structures generally has much
more uncertainty compared to structures machined using conventional macroscale
technology. When using a CNC (computer numerically controlled) mill, it is com-
monplace to machine a 5 mm feature with 25μm tolerances (tolerance/feature size
= 0.005). Using standard contact lithography for the microfabrication of MEMS,
one can typically fabricate structures with 5μm features with 0.5μm tolerances
(tolerance/feature size = 0.1). Therefore, in this comparison there is 20 times more
uncertainty in the microfabricated structures. Similarly, there is far more uncertainty
in the material properties of micro- and nanoscale structures compared to bulk prop-
erties due to variations in deposition procedures, surface effects, and the breakdown
of continuum mechanics as the structures approach nanometer dimensions. As a
result of this uncertainty, parameter identification is required in many cases, even

Not for resale



11 Common Threads and Technical Challenges in Controlling... 371

when a high-fidelity model of the physics is available. Furthermore, robust control
is needed when designing a single controller to be used on many similar devices
(e.g., a large batch of MEMS accelerometers) due to such parameter variations.

11.2.3 Precision Sensing

Measuring one or more of a system’s state variables is a prerequisite for feedback
control at any scale. However, sensing at the micro- and nanoscales is generally
more difficult than in macroscale systems. This is partly due to the fact that many
of the techniques used to measure macroscale systems do not scale well in terms
of dynamic range and resolution. For example, due to the diffraction limit of
light, far-field optical measurement techniques often have reduced sensitivity when
measuring nanostructures because the focal spot of light is bigger than the measured
structure. This is true when using laser-based displacement interferometry for
nanoelectromechanical systems [15]. Other issues include difficulty in measuring
multiple state variables of a system and coupling between sensors and actuators,
both due to the confined area where these measurements take place. Therefore,
the challenge is designing a controller that can achieve the desired performance
with limited and noncollocated sensing. Given some of the ambitious performance
specifications found in micro- and nanosystems (e.g., the MEMS gyroscopes
discussed in Chap. 8), this is often not easy.

11.2.4 High-Bandwidth Operation

One straightforward outcome of scaling down to micrometers or nanometers in
size is that the mass of the system becomes extremely small. For example, the
mass of a 1μm diameter silica particle is approximately 1 picogram. As a result,
systems at these scales are often capable of extremely high accelerations due to
their low inertia. From a performance point of view, this means that high-bandwidth
operation can be achieved. This has motivated the application of MEMS to a
number of problems including hard-disk drive read heads and scanning probe
microscopy. This advantage also presents two significant challenges. The root-
mean-square (RMS) noise within a system is directly related to the bandwidth of
the system when there are white noise sources (e.g., thermal noise, Johnson noise,
and shot noise). Therefore, high-bandwidth operation introduces more noise into the
system response, which may outweigh the benefits of faster motion. Second, higher
bandwidth requires a higher bandwidth control system. As an example, closed-loop
nanoscale resonators with resonant frequencies on the order of MHz are so fast
that digital signal processing (DSP) and field-programmable gate array (FPGA)
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controllers are insufficient (e.g., see [16]). Therefore, an all-analog controller
implementation is required, which limits tunability and functionality compared to
digital controllers.

11.2.5 Surface Forces

Surface forces can dominate at the micro- and nanoscales, which can result in
very different behavior than seen at the macroscale. This is because surface forces
scale with the area of an object whereas bulk forces, such as gravity and inertia,
scale with the volume. Some of the most prevalent surface forces are electrostatic
forces, van der Waals forces, surface tension forces, and friction [17,18]. The action
distance of these surface forces varies significantly and is heavily dependent on
system geometry and environmental conditions. Surface forces play a major role in
the control of micro- and nanoparticle manipulation, as discussed in Chaps.4 and 9.
Other examples include micromotor failure due to stiction and the “jump to contact”
seen in atomic force microscopy, where the cantilever snaps to a surface during
approach because of surface forces. From a controls perspective, surface forces are
a challenge due to the speed at which adhesion can occur and the irreversibility of
many events driven by surface forces (e.g., a particle stuck to a probe).

11.2.6 Embedded On-Chip Control

It is often desirable for micro- and nanoscale devices, including MEMS/NEMS and
micro/nanofluidics, to be stand-alone systems for portability and easy integration
into larger systems. As an example, MEMS accelerometers are currently used in
a number of hand-held consumer products. Therefore, they must be self-contained
and offer functionality that is compatible with existing electronics. This requires
embedded control electronics using an application specific integrated circuit (ASIC)
based on complementary metal-oxide-semiconductor (CMOS) technology, which
presents several additional challenges. Tools for synthesizing controllers under
CMOS design constraints and then translating those controllers into CMOS circuit
layouts do not yet exist. Also, many micro- and nanoscale actuators require more
power and voltage than possible with standard CMOS electronics (e.g., electrostatic
MEMS actuators (Chap. 7) require tens of volts but CMOS voltages must typically
be below 6 V). Finally, massively parallel MEMS arrays are being used for optical
displays (e.g., the Texas Instruments digital light projector (DLP)) and high-density
data storage (e.g., the IBM Millipede) and have prospects in many other areas.
As these technologies evolve, closed-loop control will be required for every device
within an array, resulting in significant complexity in the design and implementation
of the controllers. It is expected that as more micro- and nanoscale devices move to
market, these system integration issues will become more evident and will require
serious research efforts to solve.
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11.3 Future Directions

This book has provided an introduction to some of the application domains where
control has been demonstrated to have an impact. There are many other examples
of control at the micro- and nanoscales and it is safe to say that this field will
continue to grow over the next decade. Up to this point most of the research on
controlling micro- and nanoscale systems has been application focused, with little
cross-fertilization between application domains. However, based on the common
threads noted above, there is a large amount of overlap between current and
emerging applications. Moving forward it is critical that there be more focus on
the big picture that unifies these efforts. We close this book with a few thoughts on
where the field of control of miniaturized systems may be going.

At least five of the chapters in this book relate to nanomanufacturing, which
closely aligns with current goals in nanotechnology research to move nanoscale
research and development from laboratories to the marketplace. Using macroscale
manufacturing as an analogy, many manufacturing processes start out as open-
loop processes with no methods for correction. However, once a product reaches
maturity, there is a much stronger focus on yield, repeatability, reliability, and cost.
At this stage, the manufacturing processes are typically reevaluated and closed-
loop control is implemented to improve production. Nanomanufacturing is now
approaching this phase and, as a result, there are a number of manufacturing
applications that can benefit from the control systems perspective. In addition to
those already discussed, examples where control can have a large impact include
directed self-assembly, dip pen nanolithography, and nanoimprint lithography.

All of the micro- and nanoscale systems discussed in this book have been
engineered but there are many such systems found in nature that can equally benefit
from control. Research over the last decade in the area of systems biology has
striven to provide mathematical formalism to biological sciences. This formalism
is a prerequisite to understanding the mechanisms of internal control and finding
ways to introduced engineered control into biological systems. With the merging
of biotechnology and nanotechnology, and the increasing demand for noninvasive
medical diagnostics and treatments, it is clear that controlling micro- and nanoscale
biological systems will be a major thrust in the coming decade.

As systems approach the scale of atoms, classical mechanics break down, and
quantum mechanics is needed to describe their behavior. In this book, only the
nuclear magnetic resonance (NMR) applications discussed in Chap. 10 required a
quantum mechanical description. However, it is clear that control engineers will be
faced with more and more systems with quantum behavior over the next decade.
Quantum computing is one of the biggest drivers because control systems will
be needed for preparing quantum bit states and verifying that the proper bits
are attained. However, there are many other examples of nanoscale systems that
will require quantum-level control, including magnetic resonance force microscopy
and quantum communication and encryption. The merging of control theory and
implementation with quantum systems is expected to be a growing trend with
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massive implications in the way we compute, communicate, and further scientific
understanding in our world.

This book has largely been application driven because most practical research
on controlling micro- and nanoscale systems is still focused on solving specific
problems, whether it is improving the performance of an atomic force microscope
or an atomic layer deposition process. This is the right way to start. However,
based on the common threads and technical challenges discussed earlier and the
emerging needs for control in nanomanufacturing, biological systems, and quantum
mechanical systems, there is now enough knowledge and momentum to begin to
tackle problems at a level higher than a single application. Classes of problems
will need to be identified, and then rigorously approached, to maximize such
efforts.

For control theorists approaching this subject, a common question is whether new
control theory is required to control micro- and nanoscale systems. It is tempting to
create grand unified control theory frameworks – these have an air of generality that
is satisfying from a mathematical viewpoint. However we know from experience
that such frameworks, unless they emerge from real application needs, are rarely
useful. Solving specific practical problems is hard enough; control of a general
class is even more difficult. The chances that the created framework will be aimed
just right (general enough to encompass a variety of applications, simple enough to
be tractable, but powerful enough to provide useful results for a class of practical
micro- and nanoscale applications) are slim to none unless it is motivated by real-
world needs.

A more sensible approach is to first try existing control methods in applications
where control is needed, see how they work, and then extend the theory to fill major
gaps as necessary. This is the approach that was chosen by the majority of the
authors in this book: In Chaps. 3–9 the authors started with existing control theory,
adapted and applied it in a micro- and nanoscale setting, and only then began to
extend it. In some instances, for example, in Chap. 9, the problems were first recast
into a form that allowed standard mathematics to be used.

However, there are cases where it is clear that standard control theory does
not suffice. In Chap. 2, existing model reduction and control tools were not
sufficient to control nanoparticle synthesis and processing. In Chap. 10, new
mathematical structures for infinite dimensional control and control of ensem-
ble systems had to be developed to better manipulate quantum systems. Thus
the answer is: new control theory will surely advance control of micro- and
nanoscale systems, but its development should be driven by concrete and high-
impact applications. We hope this book will help motivate the next generation of
researchers who will develop needed theory, and combine it with deep knowledge
in applications, to demonstrate the impact that feedback control can have in
micro- and nanoscale applications ranging, as the book title says, “from MEMS
to atoms.”
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reference image, 71
vision-based 2-D microparticle

manipulation
adhesive forces, 72–73
automated micromanipulation system,

structure of, 72
automated single-microparticle

manipulation, 81–84
force modeling, 74–78
image processing, 78–79
parameter estimation, 79–81
sliding mode control, 73–74

Disk resonator gyro (DRG)
amplitude and phase coordinates, 215–216
bias terms, analysis of

phase perturbation, 263, 264
rebalance loop gain, 261–262
zero rate bias, 260

closed-loop control architecture
amplitude stability, 237, 238
automatic gain control, 237
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excitation and force-to-rebalance loop,
234

loop gain, 234, 235
phase-locked-loop, 236
wideband frequency response, 235, 236

electrostatic biasing
electrical stiffness matrices, 229
electrostatic tuning algorithm, 230–233
model fitting algorithm, 228

equations of motion, 214
noise analysis

angle uncertainty, 256–260
closed-loop sense channel (see

Closed-loop sense channel, DRG)
Johnson noise, 238
open-loop sense channel (see Open-loop

sense channel, DRG)
noise power spectrum, 221
operation modes

angular rate sensing mode, 218
closed-loop operation, 219
whole-angle mode, 217, 218

resonant structure, 211, 212
scale factor, 220
skew-symmetric matrix, 213
vibratory sensor model

empirical frequency response, 225–228
gyro transfer function, 225
wideband frequency response, 224

weighting factor, 222
2DOF control architecture

analysis, 130–131
benefits of, 131
control synthesis scheme, 129–130
DOF scheme, 128–129
electrical stiffness matrices, 229
feedforward-feedback scheme, 128, 129

DRG. See Disk resonator gyro (DRG)

E
Electro-optic deflectors (EOD)

critical performance parameters, 153
operating principles, 151, 154

Electro-osmotic microflow modes, 299, 300
Electrostatic biasing

electrical stiffness matrices, 229
electrostatic tuning algorithm

eigenvalue problem, 231
empirical frequency response, 232–233
stiffness matrices, 230–231

model fitting algorithm, 228
Electrostatic microactuators

charge-control approach, 191–193

comb-electrode actuator, 182–183
PPA, 182–184
voltage-control approach

closed-loop control, 187, 188
controller gain, 186, 187
controller output waveforms, 186, 187
conventional CMOS process, 184, 185
feedback control algorithm, 189, 190
feedback control system, 184, 185
gimbaled two-axis micro-mirror

fabrication, 189
phase margin, 186, 187
silicon-on-insulator wafer, 187, 188
sliding-mode control, 190–191
variable structure control, 191

Electrowetting actuation
applications of, 272
definition, 272
modeling

contact angle saturation, 277
dielectric energy, 274
level-set method, 279
line pinning, 277
Navier–Stokes equations, 274–276
pressure jump, 276
shape change actuation, 273
UCLA EWOD system, 274, 275, 278
variational front-tracking approach, 279

particle steering
algorithm initialization, 282
angular path, 288
closed-loop feedback control

architecture, 281, 282
diverging paths, 291, 292
figure 8 path, 287, 288
particle motion, desired direction of,

283
particle position and droplet boundary

sensing, 282
particle position updation, 286–287
pressure boundary conditions,

least-squares solution of, 283–286
sine wave path, 290
two-particle control, 289

Electrowetting-on-dielectric (EWOD) system
droplet in, 283, 284
particle steering closed-loop feedback

control architecture, 281, 282
particle steering control algorithm update,

286, 287
UCLA EWOD system, 274, 275, 278

Emissivity correcting pyrometer (ECP), 47
Ensemble control

multiply rotating frames method, 342–348
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Ensemble control (cont.)
parametric inhomogeneities, 335–338

EOD. See Electro-optic deflectors (EOD)
Extended Kalman filter (EKF), 49

F
Fault-tolerant control systems, 27–29
Feynman lecture, 5
Force-based 2-D nanoparticle manipulation

experimental results, 96–99
flowchart description, 94
force modeling

deformation, of cantilever, 92
friction, 90
net force vs. contact angles, 92, 93
normal force, 91
parameters, 90, 91

imaging, 88, 89
mechanical pushing/pulling, 89
principle, 85
system description, 86–87

Force-to-rebalance controller, 218

G
Gaussian potential, 159, 160
Generalized Lorentz-Mie theory (GLMT), 161

H
Hele-Shaw cell, liquid flow in, 274, 275
Hough transform, 78
HVOF thermal spray coating processes

microstructure coating, 33–35
velocity and temperature control

closed-loop simulations, 38
feedback controller response, 40, 41
pressure and fuel/oxygen ratio, 35–37
profiles of, 38, 39

Hybrid predictive control, low-order models
continuous crystallizer, 23–25
limitations, 20, 21
model predictive control

implementation, 22–23
policies, 20

I
Inertia sensors, MEMS

capacitive accelerometers, 194–197
closed-loop feedback configuration, 193,

194

description, 193
tunneling accelerometers, 197–199

J
Johnson noise, 238

L
Laser cooling, 333–334
Laser intensity modulators, 154–155
Level-set method, 279
Linear quadratic Gaussian (LQG) regulator,

202, 203
Linear transformation, of boundary conditions,

286
Low-order models, particulate processes

aerosol reactors, nonlinear control
closed-loop profiles, 31–33
steady-state profile, 30, 31
summarization, 29

batch protein crystallizer, 25–27
fault-tolerant control systems, 27–29
hybrid predictive control

continuous crystallizer, 23–25
limitations, 20, 21
model predictive control, 20, 22–23

nonlinear control
closed-loop output, 20, 21
crystal size distribution, 19, 22
fifth-order moment model, 17
infinite-order dimensionless system, 16
manipulated input profiles, 19, 21
open-loop profiles comparison, 17, 18
output feedback controller, 19

particle size distribution evolution, 26, 27

M
Magnetic hard disk drive (HDD), 203–206
Master equations, 331–333
Media actuator

LQG regulator, 202, 203
seek-and-settle stage, 201, 202
time-optimal control, 201, 202
track-and-follow, 202, 203

MHE. See Moving horizon estimation (MHE)
Microfluidics

boundary conditions, 270
electrowetting actuation

applications of, 272
contact angle saturation, 277
definition, 272
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dielectric energy, 274
level-set method, 279
line pinning, 277
Navier–Stokes equations, 274–276
particle steering (see Particle steering,

control for)
pressure jump, 276
shape change actuation, 273
UCLA EWOD system, 274, 275, 278
variational front-tracking approach, 279

fabrication methods, 270
geometric uncertainty, 271
object manipulation, flow

control/electrophoresis
advantages, 293
feedback control, 298–302
multiple particle control, 302–304
physics and modeling, 294–298
single particle control, 302
single quantum dot control, 305–307
swimming cell control, 304
system setup and device fabrication,

294
three-dimensional control, 308–312

Microscale system. See Nanoscale system
Model predictive control (MPC), 51
Moving horizon estimation (MHE)

advantages, 62–63
application of, 59, 61
chemical vapor deposition

experimental apparatus, 52–54
MHE, illustration of, 55, 56
state space model, 54–55

Multiply rotating frames method, 342–348

N
Nanoparticle control, in Brownian motion,

310–311
Nanopositioning systems, control design

bandwidth, 120–121
2DOF control

analysis, 130–131
benefits of, 131
control synthesis scheme, 129–130
DOF scheme, 128–129
feedforward-feedback scheme, 128, 129

optimal control framework
creep effects, 125
hysteresis elimination, 123, 124
MIMO transfer function, 122
parallel-kinematic xyz, 121, 122
tracking performance, 123, 124

performance criteria and limitations

block diagram, 118
challenges, 119
finite-waterbed effect, 120
tracking error, 118
waterbed effect, 119

positioning system, 117
resolution, 120–121
robustness, 120–121
ultrahigh resolution

feedback strategies, 125, 126
noise-management scheme, 127
single-axis open-loop system, 126
sub-nanometer positioning resolution,

127
tracking, 128

Nanoscale surface property estimation
optical surface measurement, 45, 46
pyrometry and temperature control

constructive interference, thin
transparent film, 47, 48

emissivity correcting pyrometer, 47
reflectometry and film thickness control

inverse problem, 48–49
lithographically patterned surfaces, 49,

50
MHE, 49 (see also Moving horizon

estimation (MHE))
scatterometry, 51–52
spectroscopic ellipsometry, 50–51

Nanoscale system
length scale, 2
technical challenges

embedded on-chip control, 372
high-bandwidth operation, 371–372
model uncertainty, 370–371
noise and fluctuations, 370
precision sensing, 371
surface forces, 372

threads
cross-disciplinary communication, 369
experimental verification, 369
mathematical problem, 368
model-based control, 366–368
right problems, picking, 366

Noise analysis, DRG
angle uncertainty, 256–260
closed-loop sense channel

advantages, 249
block diagram, 250
closed-loop spectra, 254
magnitude function vs. detuning

frequency, 252, 253
scale factor and optimum demodulation

phase, 252
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Noise analysis, DRG (cont.)
spectral density, 255, 256
transfer function, 250–251

Johnson noise, 238
open-loop sense channel

coriolis force, 241
cross-coupling, 239
decoupled sensor dynamics, 239, 240
excitation signal, 242
magnitude function vs. detuning

frequency, 246–247
noise scaling vs. detuning frequency,

248
operation of, 243
scale factor, 244–245

Noise-management, 127
Nonlinear control

closed-loop output, 19, 21
low-order models

crystal size distribution, 19, 22
fifth-order moment model, 17
infinite-order dimensionless system, 16
manipulated input profiles, 19, 21
open-loop profiles comparison, 17, 18
output feedback controller, 19

Nonlinear stochastic control theory, 174
Nuclear magnetic resonance (NMR) spectrum

high field instrument, 328
principles, 327

O
Object manipulation, flow

control/electrophoresis
advantages, 293
feedback control, 298–302
multiple particle control, 302–304
physics and modeling

Brownian motion, 297
electro-osmotic actuation, 294–295
fluid velocity, 296

single particle control, 302
single quantum dot control, 305–307
swimming cell control, 304
system setup and device fabrication, 294
three-dimensional control, 308–312

Open-loop sense channel, DRG
coriolis force, 241
cross-coupling, 239
decoupled sensor dynamics, 239, 240
excitation signal, 242
magnitude function vs. detuning frequency,

246–247
noise scaling vs. detuning frequency, 248

operation of, 243
scale factor, 244–245

Optical diagnostics
definition, 46
uses, 59

Optical sensor, 46. See also Nanoscale surface
property estimation

Optical trapping
actuation and sensing

block diagram, 150
laser intensity modulators, 154–155
particle position sensing, 155–158
performance of, 150
trap scanners, 151–153

in air and vacuum, 173–174
applications, 143–145
Brownian motion suppression

instrument design, 166–167
scan controller design, 167–172

controlled, 173
description, 141
dipole moment, 143
dynamic behavior

empirical closed-form dynamic model,
163–165

finite lifetime, 159–163
method of lines, 160
probability density function, 161
trapping coordinate system, 163, 164

extending trapping lifetime, 173
feedback control

design approaches, 148–149
gradient force, 145
isometric measurements, 146–147
PID control law, 148
trapping configuration, 146

nonlinear stochastic control theory, 174
three-dimensional position control,

172–173
trap formation, 141, 142
trapping forces, 143

Optimal control design
creep effects, 125
hysteresis elimination, 123, 124
MIMO transfer function, 122
parallel-kinematic xyz, 121, 122
tracking performance, 123, 124

P
Parallel-plate actuator (PPA)

modelling, 183–184
voltage-control approach

closed-loop control, 187, 188
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controller gain, 186, 187
controller output waveforms, 186, 187
conventional CMOS process, 184, 185
feedback control algorithm, 189, 190
feedback control system, 184, 185
gimbaled two-axis micro-mirror

fabrication, 189
phase margin, 186, 187
silicon-on-insulator wafer, 187, 188
sliding-mode control, 190–191
variable structure control, 191

Parameter fitting method, 49
Particle-center detection, 94, 95
Particle position sensing

back-focal-plane detection method, 155,
156

microscopic illumination, 157
optical detection mechanism, 158

Particle size distribution
aerosol synthesis, 11–12
batch protein crystallization, 9–10
continuous crystallization, 8–9
HVOF thermal spray coating processes

microstructure coating, 33–35
velocity and temperature control, 35–41

particulate process model
aerosol reactors, nonlinear control,

29–33
batch protein crystallizer, 25–27
description, 7–8, 12–13
fault-tolerant control, 27–29
hybrid predictive control, 20–25
nonlinear control, 16–20
reduction of, 14–16
spatially homogeneous, 13–14

Particle steering, control for
algorithm initialization, 282
angular path, 288
closed-loop feedback control architecture,

281, 282
diverging paths, 291, 292
figure 8 path, 287, 288
particle motion, desired direction of, 283
particle position and droplet boundary

sensing, 282
particle position updation, 286–287
pressure boundary conditions, least-squares

solution of, 283–286
sine wave path, 290
two-particle control, 289

Particulate process model
description, 7–8, 12–13
low-order models

aerosol reactors, nonlinear control,
29–33

batch protein crystallizer, 25–27
fault-tolerant control, 27–29
hybrid predictive control, 20–25
nonlinear control, 16–20

reduction of, 14–16
spatially homogeneous, 13–14

Pattern-formation planning, 100–101, 103
Phase-locked-loop (PLL), 236
Pietrement’s contact mechanics model, 90
Position control, MEMS

AFM system, 179
classical loop-shaping, 181
conventional closed-loop control system,

180
data storage

devices, 200, 201
magnetic HDD, 203–206
media actuator, 201–203

design and implementation issues, 206–207
electrostatic microactuators

charge-control approach, 191–193
comb-electrode actuator, 182–183
PPA, 182–184
voltage-control approach, 184–191

inertia sensors
capacitive accelerometers, 194–197
closed-loop feedback configuration,

193, 194
description, 193
tunneling accelerometers, 197–199

linear time-invariant control systems,
180–181

sigma-delta control, 194–197
SPM, 199–200
types of, 180

PPA. See Parallel-plate actuator (PPA)
Proportional-derivative (PD) controller, 170,

171
Proportional-integral (PI) controller, 170, 172
Pyrometer, 46–47

Q
Quantum mechanical system

bloch equations control
control input design, 326
free induction decay, 326
frequency dispersion, 338–342
high field NMR instrument, 328
NMR spectrum, 327
salient features, 325
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Quantum mechanical system (cont.)
steering problem, 325

coupled spin dynamics
Cartan decomposition, 351
density matrix, 350
description, 348
Hamiltonians, 348, 349
Lie algebra, 351
relaxation, 354–361
theorems, 352–354
unitary transformations, 350

density matrix, 323, 324
description, 3
dispersions, 335–338
ensemble control

multiply rotating frames method,
342–348

parametric inhomogeneities, 335–338
magnetic moment evolution, 322
open quantum systems

laser cooling, 333–334
master equations, 331–333

oscillatory control, 329–331
Schröedinger equation, 321
two level system, 323

R
Real-time optical measurement, 46
Rebalance loop filter, 250
Reflectometer, 48

S
Scan controller

linearized closed-loop system, 167, 168
PD controller, 170, 171
PI controller, 170, 172
PID control system, 169
power spectrum, 169, 170

Scanning probe microscopy (SPM), 3
Scanning tunneling microscope (STM), 109,

110
Scatterometry, 51–52
Shear flow, 310–311
Sigma-delta modulation, 194–197
Simple least squares fitting

application, 60
MHE, 56

Sliding mode control (SMC), 73–74
Spectral reflectometry measurement, 58
Spectroscopic ellipsometry, 50–51

Surface emissivity, 47
Surface forces, 372
Surface roughness, 57–59

T
Thermal spray. See HVOF thermal spray

coating processes
Three-dimensional particle control,

microfluidics, 308, 309
Trap scanners

AODs, 151
critical performance parameters, 153
EODs, 152
operating principles, 151, 152

Tuned gyro, 218
Two-particle separation, 289, 290

V
Variational front-tracking approach, 279
Vibratory gyros, 211, 220
Vibratory sensor model

empirical frequency response, 225–228
gyro transfer function, 225
wideband frequency response, 224

Vision-based 2-D microparticle manipulation
adhesive forces, 72–73
automated micromanipulation system,

structure of, 72
automated single-microparticle

manipulation
Lyapunov stability criterion, 84
pixel discretization, 82
single polystyrene (PS) particle, 82, 83

force modeling
adhesive force, 74–75
frictional forces, 76
horizontal forces, 77
material properties, 76
spinning friction, 74

image processing, 78–79
parameter estimation

linear transformation, 79
Lyapunov function, 80
sliding-mode iterative parameter

estimator, 81
sliding mode control, 73–74

Z
Zero rate bias (ZRB), 260
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