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Two quartz (10–11) crystals were cylindrically bent to a 25:4 cm radius of curvature and were mounted in identical
Cauchois-type transmission spectrometers, and the crystal diffraction efficiencies were measured to 5% absolute
accuracy using narrow bandwidth x-ray source fluences in the 20 to 80 keV energy range. The measured integrated
reflectivity values were compared to calculations performed using a computational model that accounts for the
diffraction geometry of the bent transmission crystal. These crystal calibrations enable the accurate measurement
of absolute hard x-ray emission levels from laser-produced plasmas and other laboratory sources.
OCIS codes: 340.7480, 300.6560, 050.1940.

Transmission-type spectrometers have been developed to
record the hard x-ray spectra from laboratory radiography
and medical sources [1–3]. The spectrometer employs a
cylindrically bent crystal in the Cauchois geometry [4],
and the spectrometer geometric design has been opti-
mized to record the emission from laser-produced plasma
sources with high wavelength dispersion [5–7]. Accurate
measurement of the hard x-ray spectral emission requires
the calibration of the bent crystal, and in this Letter we
report the calibration of two quartz (10–11) crystals to
5% absolute accuracy in the 20 to 80 keV energy range.
To our knowledge, these are the first such accurate

bent crystal calibrations for a pointlike x-ray source
using narrow bandwidth x-ray fluences. We note that syn-
chrotron radiation beams cannot be used for such accu-
rate calibrations because their angular divergence is
small compared to the crystal’s angular aperture, and
for large source-to-crystal standoff distances, radioactive
sources tend to be too weak for accurate calibrations in a
reasonable time and, in addition, are sparse in the 20 to
80keV energy range.
Although these calibrations are specific to one set of

bent crystals, the calibration techniques developed here
can be generally applied to any x-ray optical element,
such as those used as absolute yield and spectroscopic
diagnostics of laser-produced plasmas and other labora-
tory sources. By comparing the accurately measured dif-
fraction efficiencies with a computational model that
accounts for the geometry of the bent transmission crys-
tal, it was found that the calculated efficiencies were lar-
ger by a factor of 2. By scaling the calculated efficiencies
to the measured efficiencies, it is possible to calculate
the efficiency of any crystal operating in any order
with reliability that is sufficient for the design and opti-
mization of hard x-ray spectrometers for wide-ranging
applications.
The calibration setup is shown schematically in Fig. 1.

Using the cylindrical coordinate system ðR; θ;φÞ with the

origin at the source, let FðE; R; θ;φÞ be the number of
photon/s with energy E in the energy interval dE per
steradian that is incident on the crystal. Let
εðE; R; θ;φÞ be the fraction of photons with energy E that
is diffracted through the crystal at point ðR; θ;φÞ, com-
monly called the diffraction efficiency. Then

SðEÞ ¼ CðEÞ
Z
θ

Z
φ
FðE;R; θ;φÞεðE;R; θ;φÞdθdφ; ð1Þ

where SðEÞ is the detector signal/s, CðEÞ is the conver-
sion factor from photons incident on the detector to de-
tector signal, and the integrals are over the illuminated
angular acceptance of the crystal for a given spectrum.

We assume that the crystal’s angular aperture is suffi-
ciently small so that the variation of F over the crystal
area is negligible. This is valid because, for these calibra-
tions, the source to crystal distance is 60 cm, the illumi-
nated crystal height is 2 cm, the length of crystal
diffracting each narrowband spectrum is less than
1mm, and the source fluence was observed to be flat
over these crystal angular apertures. Then Eq. (1) can
be written

SðEÞ ¼ CðEÞFðE;RcÞδðEÞðHc=RcÞ; ð2Þ

Fig. 1. (Color online) Schematic of the geometrical setup of
the bent crystal (not to scale).
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where Hc is the illuminated crystal height, Rc is the
source to crystal distance, and

δðEÞ ¼
Z
θ
εðE;Rc; θÞdθ ð3Þ

is the diffraction efficiency integrated over the incidence
angle θ (commonly called the integrated reflectivity),
which depends on the crystal composition, orientation
cut, bending radius, and thickness.
The integrated reflectivity is measured by taking the

ratio of the detector signal generated by the photons dif-
fracted by the crystal and the detector signal generated
by the same photon distribution directly incident on the
same detector placed at the crystal position. The latter
signal is given by Eq. (2), with εðE; R; θ;φÞ equal to unity:

SoðEÞ ¼ CðEÞFðE;RcÞðWo=RcÞðHo=RcÞ; ð4Þ
whereHo andWo are the height and width of the detector
area. From Eqs. (2) and (4), the integrated reflectivity is

δðEÞ ¼ ðWo=RcÞðHo=HcÞSðEÞ=SoðEÞ: ð5Þ
The integrated reflectivity is independent of the source
distribution F and the detector sensitivity C, assuming
the measurements with and without the crystal are per-
formed using the same source conditions and the same
detector, and this contributes to the high accuracy of the
inferred integrated reflectivity.
The measurements were carried out using an x-ray

source at the National Institute of Standards and Tech-
nology (NIST) having an electron-bombarded tungsten
anode and producing a narrow photon energy distribu-
tion that is defined on the high energy end by the accu-
rately controlled peak kilovoltage and on the low energy
end by interchangeable filtration combinations [8]. The
shapes of six photon distributions measured by a high
purity germanium detector are shown in Fig. 2. These
have been corrected for detector response and represent
true photon spectra. Also indicated for each distribution
is the average photon energy weighted by the intensity
and the weighted standard deviation.
Two quartz crystals were calibrated, each cut by the

same vendor with the (10–11) diffracting planes perpen-
dicular to the surface and polished to 0:2mm nominal
thickness. Each crystal was bent onto a form having a
25:4 cm radius of curvature, and the image plate detector
was placed on the Rowland circle at a distance of 25:4 cm
from the crystal. The crystal was placed 60 cm from the

source, and the source to detector distance was therefore
Rd ¼ 85:4 cm. This detector, IP1 in Fig. 1, recorded the
signal S in Eq. (5). When the crystal was removed, the
image plate was placed at the crystal distance of Rc ¼
60 cm from the source, and this detector (IP2 in Fig. 1)
measured the signal So in Eq. (5).

The detector was a Fuji BAS-MS image plate that was
scanned by a Logos T100 scanner with 300 pixel steps per
2:54 cm. When placed behind the crystal on the Rowland
circle, the spectral images recorded when using the
source distributions having 24.7 and 65:3 keV average
photon energies and 10 min exposure time are shown
in Figs. 3(a) and 3(b). Each spectral image contains two
mirror images dispersed on either side of the spectro-
meter’s central axis with energy increasing toward the
axis as indicated in Fig. 1 [3]. The lower portions of
the images have filter K attenuation edges that were used
to establish the (nonlinear) energy scales, where the fil-
ters were placed between the crystal and the image plate.
Shown in Figs. 3(c) and 3(d) are the average signals in the
horizontal (dispersion) direction, where the average is
over rows in the upper portion of the spectral image with-
out filter edges. Thus S ¼ ðHd=pÞSrow, where Srow is the
average of pixel column values in the region of interest
(ROI) summed over the narrow bandwidth photon spec-
trum, p ¼ 84:7 μm is the pixel row height, and Hd is the
height of the ROI on the image plate over which the
average row was calculated.

The direct exposures on the image plate placed at the
crystal position required only 10 s exposure times. Thus,
to account for fading of the latent image over the much
longer exposure time when the image plate was behind
the crystal (10 min), the procedure was to make two
short exposures in front of the crystal, one long exposure
behind the crystal, and two short exposures in front of
the crystal, all on the same image plate. By comparing
the readout counts from the first and last short expo-
sures, it was possible to correct for the 4% to 5% fading
that occurred during the 14 min required to complete and
scan the five exposures.

Since the signal S is calculated from the average row of
pixels spanning the spectrum recorded behind the crys-
tal, the direct-exposure signal So recorded in front of the
crystal was calculated from the average pixel value σo:
So ¼ ðWo=pÞðHo=pÞσo. Thus Eq. (5) becomes

δ ¼ ðpRd=R2
cÞðSrow=σoÞ= expð−μðRd − RcÞÞ; ð6Þ

where the projection in the plane perpendicular to the
dispersion plane is Hd=Hc ¼ Rd=Rc and the exponential
factor accounts for the attenuation in air of the photons
propagating from the crystal to the detector on the
Rowland circle.

The absolute accuracy of the integrated reflectivity va-
lues is estimated by compiling the various possible uncer-
tainties in the calibration procedures. Uncertainties in
the image plate distances Rd and Rc are estimated to con-
tribute less than 1%; x-ray source stability as monitored
by a NIST free-air chamber detector, 0.1%; statistical var-
iations in the Logos scanner values, 2%; uncertainty in
the short duration (10 s) exposures, 2%; and averaging
over the narrow bandwidth photon distributions, 2%,

Fig. 2. Relative photon spectra of the six narrow bandpass
fluences.
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as estimated from the slope of the measured efficiency
curve in Fig. 4 and the intensity-weighted energy inter-
vals in Fig. 2. Considering that many of these uncertain-
ties cancel out when the ratios of Eq. (6) are calculated,
the estimated one-sigma relative uncertainties in the ab-
solute values of the integrated reflectivity is 5%.
The data points in Fig. 4 show the first-order integrated

reflectivity values δ of the two crystals measured on three
experimental runs. Also shown is the ratio of the second
and first orders measured for the three highest energies
(second orders at the lower energies were beyond the
range of observation; see Fig. 3). The values are in good
agreement with relative variations of 2%, and this indi-
cates the high precision of the measurements resulting
from the stability of the x-ray source and to the repeat-
ability of the image plate exposures and data analysis. In
addition, this indicates that the integrated reflectivities of
the two crystals, cut and polished by the same vendors,
are identical within the experimental errors.
The curves in Fig. 4 are the integrated reflectivity

values from a computational model that accounts for
the geometry of the bent transmission crystal [9]. It was
found that the best agreement with the measurements
occurred for an effective crystal thickness of 0:1mm,

smaller than the 0:2mm nominal thickness of the
polished crystals. The resolution of this discrepancy will
require further experimental and computational work,
but, in any case, the scaled calculations can provide
integrated reflectivity values that are sufficiently reliable
for the optimization of bent crystals for various
applications.

Having measured the integrated reflectivity of the bent
crystal, and assuming the detector sensitivity CðEÞ is
known, the photon energy distributions incident on the
crystal from laboratory sources can be measured using
Eq. (2):

FðE;RcÞ ¼ SrowðRd=pÞ=δðEÞCðEÞ; ð7Þ
where the bent crystal and the geometry are the same as
for the calibration. Conversely, the detector sensitivity
can be determined if the source distribution is known.

This work was supported Lawrence Livermore
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Fig. 3. (Color online) (a) and (b) are the spectral images
recorded for the source fluences with average energies of
24.7 and 65:3 keV, and (c) and (d) are the average row spectra
from the upper portions of the spectral images as functions of
energy.

Fig. 4. Comparison of the first-order measured (data points)
and calculated (curve) integrated reflectivities for the two crys-
tals in units of 10−5 radians and the ratios of the second and first
orders.
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