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Two neural network based methods are combined to develop font independent charac-
ter recognition on a distributed array processor. Feature localization and noise reduction
are achieved using least squares optimized Gabor filtering. The filtered images are then
presented to an ART-l based learning algorithm which produces self-organizing sets of
neural network weights used for character recognition. Implementation of these algo-
rithms on highly parallel computer with 1024 processors allows high speed character
recognition to be achieved in 3ms/image with greater than 99% accuracy on machine
print and 80% accuracy on unconstrained hand printed characters.

Neural network methods show great promise for providing high accuracy, noise resistant,
parallel algorithms and architecture for image recognition. One specific area of image
recognition, the conversion of images of hand written and machine print characters to
computer representation, has been studied in detail. Both special purpose hardware [1]
and entirely software [2] approaches have been used on the character recognition problem
with promising results. The present work addresses the problem of using a specific class
of computer architecture, an array of 1024 processors arranged in a 32 by 32 grid and
operated in a parallel mode [3], as a neural network character recognition device.

In the character recognition operation. images of individual characters from either
hand or machine print are recognized as specific characters or are rejected. An isolated
character image is presented to the recognition device and a specific character identity or
set of identities with associated confidence factors is returned. For a character recognition
technology to be of commercial interest, both the accuracy and the ability to detect low
confidence recognitions nlust be present. If human intervention is required to detect
failures or if the failure rate is too high existing data entry methods will be more cost
effective.

In section 2 the construction of adaptive least squares optimal filters which use ma-
trices of Gabor functions as independent basis functions is discussed. John Daugman
has used Gabor functions for image compression and image texture analysis[4]. The
motivation for use of incomplete functions, which add considerable complexity to the
representation problem, is discussed in detail in [4]. Carpenter and Grossberg [5,6] have



described three levels of self-organizing Adaptive Resonance Theory (ART) pattern clas-
sification architecture. In ART-I resonant bottom-up and top-down filters are used to
learn and classify binary data [5]. In section 3 the construction a parallel matrix based
implementation of the ART-l method is discussed. In section 4 the assignment of ART-l
weights to specific character classes and the use of a separate learning and classification
pass with an ART-l method are discussed. In section 5 results of character classification
experiments with varying amounts of noise and with different combinations of filters are
discussed.

The filtering section of the process of recognition is accomplished using a least squares
fit. on an image by image basis, of each image. The kernel functions used are Gabor
functions. Adopting the convention that bold upper case variables represent array pro-
cessor matrix data types and bold lower case variables represent array processor vector
data types, these are defined as:

2 { sin(wjX')
Gj(X. Y) = exp(-R) cos(wjX')

A typical scalar transformation to be applied to each element of the matrix variables is
a rotation of the form: T=( CO~Oj sinOj)

- Sill OJ COS OJ .

The matrix function Gj is then expressed as a function of the scalar variables: Wj, which
is the spatial frequency of the function; (J"j, the spatial extent of the function; (XOj, YOj ),
the origin of the function; and OJ, the orientation of the function.

To perform the filtering operation the binary image is converted to a real valued
image with a step height between levels of one and a zero mean value, I. Since the set of
Gabor functions is incomplete and non- orthogonal, the filtering must be performed by
least squares optimization. On the small images discussed here direct methods are more
efficient for this operation than the neural net method proposed for data compression
[4]. Given 11 different Gj's the filtering operation is based on obtaining a least squares fit
to the image I by forming the matrix A, each component of which is the inner product
of the form:

for the optional filter coefficients, c. Since the matrix A is the same for any 11 Gabor
functions, the matrix is factored once, and only generation of b and back substitution



of the factored A matrix is required to obtain each c. The image is converted to binary
by forming:

11

I' = I::CjGj
j

and thresholding I' at the mean value of the reconstructed image.

The ART-l algorithm developed by Carpenter and Grosburg [5] is ideally suited for self-
organization of unconstrained fonts or hand printed characters. The calculations involved
are well adapted to parallel calculations on a single bit processor and are naturally
parallel across the image field.

The ART-l algorithm consist of finding two sets of weights, Z's, over each of j active
memory locations which have an optimal resonance with one of the i input images.
The input and output weights Z"l'.j and ZdOW11,j, for the j active memory locations are
updated for each of i images, Ii, by calculating:

Xi = Ii' Ii
n,j = Ii .ZdOW11,j / Xi

and finding the maximum Ji for which T > p, the sensitivity of the required resonance.
VVhen an image meeting the sensitivity constraint is found the appropriate weights are
adapted using:

If no resonance is achieved for a given image, a new memory location is added to the
active list and the weights of this "blank" location are adapted to the image. This
process is continued with each image until all available memory locations are set or all
of the input images are used. After all vacant memory location are used, each memory
location is compared to the product Jii,jTi,j and the memory location for which this
product is largest is then updated.

The evaluation of the self-organized classes is achieved by accumulation of statistics in
a classification variable:

This table can then be used to determine the maximum selection strength of each memory
location for all images and to assign classes to images based on resonance performance
achieved over all memory location and class assignments. This allmvs a new set of
images to be learned wholly by example and divided into resonance classes based on the
recognition results achieved in the training set.



Recognition is achieved by finding the maximum strength of resonance for the weighted
classes, max(wk,j), using:

Wk,j = L Zclass,k,j X Jii,/h,j'
i=k

where l1w,k,j is the number of terms used to form each Wk,j, provides a confidence limit
for the evaluation of classification errors. If the value of P is less than the confidence
expected for correctly classified data in the training set, then items should be classified
as unknown. This significantly reduces the undectable error rate.

The methods dt'scribed in sections 2, 3, and 4 were tested by constructing a recognition
system for machine and hand printed digits. A typical test sequence consists of loading
the images of the test data into the array processor and performing filtering, feature
extraction, and classification on these images. Each test set is then divided into two 512
character samples. The first 512 characters are used for the construction of the ART-l
weights and the Zclass statistical array as discussed in section 3. The second 512 image
sample is then used as dt'scribed in section 4 to test the classification of previously unseen
images for maximum resonance. All error rates shown are for the second 512 image test
sample.

The test sample consisted of 1024 machine printed digits taken from a single set of laser
printer output. The primary source of variation in the test sample can be traced to
variation in threshold during scanning and segmentation. TIlt' digits were not centered
in the field or scaled to fit the 32 by 32 image size used in feature extraction. Table
5.1 shows the number of errors, out of 512 possible, for unfiltered machine print. Both
errors which would be found by imposing confidence limits and labeled "Unknown",
and undetected errors labled "W'rong" are shown. ,,yhen high sensitivity matching is
used in the featurt' t'xtraetion phase, the undetected error rate is less than ]% and the
detected error rate is about 6%. Table 5.2 shows the error rate for the same 1024 digits
wlwn optimized Gabor filtering is used prior to feature extraction and classification.
The filter tends to t'nlarge and shape the digit and decreases the sensitivity of tlw image
to edge position. Even at matching sensitivity of 0.75 the error rate is substantially
reduced. Using high sensitivity matching no errors occur in a 512 digit sample. Typical
classification time is 3ms.

Table 5.3 shows the classification error for a sample of 512 hand printed digits. The digits
were taken from hand printed digits contained in the NIST hand print data base. Data
from 50 different individuals was used in the test. The 25 individuals used in the learning
phast' were different from the 2.5individuals used to test classification. Undetected error



rates are about 6% and detected error rates are about 13%. Typical classification time
is 44ms.

An ART-l based method of feature extraction and classification has been developed
on a parallel computer which provides very high accuracy rates for machine print and
reasonable accuracy rates for hand printed data. The high accuracy rate for machine
printed data is achieved through the use of optimal Gabor function based linear filters.
Since the method Ilsed is totally unsupervised, any font or symbol set can be learned
without altering the a1gorithm. The method degrades gradually in the presence of noise
and performs well even at 20% noise levels. These features make the combination of
optimal filtering and ART -1 feature detection and classification an attractive candidate
for commercial character recognition systems.
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Sensitivity Wrong Unknown
0.75 63 53
0.80 27 37
0.85 5 36
0.90 4 23
0.95 3 32

Table 5.1: Classification errors in a sample of 512 machine printed characters when no filter
is used.

Sensitivity Wrong Unknown I
0.75 23 48
0.80 21 15
0.85 0 0
0.90 0 0
0.95 0 0

Table 5.2: Classification errors in a sample of 512 machine printed characters when normal-
ization and Gabor filtering are used.

Sensitivity \Vrong Unknown I
0.75 29 59
0.80 29 64
0.8.5 29 67
0.90 27 72
0.95 28 87

Table 5.3: Classification errors in a sample of 512 hand printed characters when no filter is
used.


