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FOREWORD

Welcome to PerMIS’09!

The Performance Metrics for Intelligent Systems (PerMIS) workshop is dedicated to defining measures and
methodologies of evaluating performance of intelligent systems. As the only workshop of its kind, PerMIS has
proved to be an excellent forum for sharing lessons learned and discussions as well as fostering collabora-
tions between researchers and practitioners from industry, academia and government agencies.

The main theme of the ninth iteration of the workshop, PerMIS’09, seeks to address the question: “Does per-
formance measurement accelerate the pace of advancement for intelligent systems?” In addition to the

main theme, as in previous years, the workshop will focus on applications of performance measures to practi-
cal problems in commercial, industrial, homeland security, and military applications.

The PerMIS’09 program consists of six plenary addresses and six general and special sessions. The topics
that are to be discussed by the speakers cover a wide array of themes centered on many intricate facets of
intelligent system research. The presentations will emphasize and showcase the interdisciplinary nature of in-
telligent systems research and why it is not straightforward to evaluate such interconnected system of sys-
tems. The three days of twelve sessions will span themes from manufacturing, mobile robotics, human-
system interaction, theory of mind, testing and evaluation of unmanned systems, to name a few.

PerMIS’09 is sponsored by NIST, DARPA and NSF, with technical co-sponsorship of the IEEE Washington
Section Robotics and Automation Society Chapter, and in-cooperation with the Association for Computing
Machinery (ACM) Special Interest Group on Artificial Intelligence (SIGART). The Defense Advanced Research
Projects Agency Information Processing Technology Office graciously provided funding to help support the
workshop. Special thanks are due to the National Science Foundation for providing funding to allow under-
graduate and graduate students to attend PerMIS this year. We also thank Professor Holly Yanco of the Uni-
versity of Massachussetts — Lowell for organizing the student support grants program. We gratefully ac-
knowledge the support of our sponsors.

We thank the special session organizers for proposing interesting topics and assembling researchers related
to their sessions. These focused sessions provide an opportunity to delve deeper into specialized topics and
to hear from experts in the field. Our thanks are also due to the Program Committee members for publicizing
the workshop and the reviewers for providing feedback to the authors, and for helping us to put together an

exciting program.

The proceedings of PerMIS will be indexed by INSPEC, Compendex, ACM’s Digital Library, and are released
as a NIST Special Publication. Selected papers from last year’s PerMIS have been published as an edited
book volume by Springer Publishers entitled Performance Evaluation and Benchmarking of Intelligent Systems
(Eds. Raj Madhavan, Edward Tunstel and Elena Messina). The book presents a detailed and coherent picture
of state-of-the-art, recent developments, and further research areas in intelligent systems by drawing from the
experiences and insights of experts gained both through theoretical development and practical implementa-

Vi



tion in a variety of diverse application domains. The book will be available for your perusal during the work-
shop.

It is our sincere hope that you enjoy the presentations, the social programs, renew old relationships, and forge
new ones at PerMIS’09!

Raj Madhavan Elena Messina
Program Chair General Chair

SPONSORS

NIST

National Institute of Standards and Technology

vii
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ABSTRACT
Order fulfillment is a multi-billion dol-
lar business. Existing solutions range
from the highly automated, whose
cost effectiveness is inversely related
to their flexibility, to people pushing
carts around in warehouses manually
filling orders, which is very flexible
but not very cost effective. In this talk
| will describe a radical new approach
to order fulfillment that is both flexible
and cost effective. The key idea is to
use hundreds of networked, autono-
mous mobile robots that carry
inventory-storing pods to human
operators. The result is a distribution
facility that is dynamic, self-
organizing, and adaptive.
Various challenges had to be over-
come in order to make this an eco-
nomically viable system, ranging from
design of robust autonomous mobile
robots, real-time wireless control of
hundreds of moving agents, the coor-
dination of these agents, and the design of various algorithms
that allow the system to adapt and reconfigure itself based on
the environment and operating conditions. | will discuss these
challenges and how they scale to future warehouses with thou-
sands—not just hundreds —of mobile robots.

PLENARY SPEAKER

Prof. Raffaello
D’Andrea

Towards a
Ten
Thousand
Mobile Robot
Warehouse

BIOGRAPHY

Raffaello D'Andrea received the B.Sc. degree in Engineering Sci-
ence from the University of Toronto in 1991, and the M.S. and
Ph.D. degrees in Electrical Engineering from the California Insti-
tute of Technology in 1992 and 1997. He was an assistant, and
then an associate, professor at Cornell University from 1997 to
2007. He is currently a full professor of automatic control at ETH
Zurich. He is also a founder of, and chief scientific advisor for,
Kiva Systems.

He is a co-recipient of the 2008 IEEE/IFR Invention and Entrepre-
neurship Award, a United States Presidential Early Career Award
for Science and Engineering, and was the faculty advisor and
system architect of the Cornell Robot Soccer Team, four-time
world champions at the international RoboCup competition in
Sweden, Australia, ltaly, and Japan. He is a recipient of two best
paper awards from the American Automatic Control Council and
the IEEE, a National Science Foundation Career Award, and sev-
eral teaching awards in the area of project-based learning. A
creator of dynamic sculpture, his work has appeared at various
international venues, including the National Gallery of Canada,
the Venice Biennale, the Luminato Festival, Ars Electronica, and
ideaCity.
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ABSTRACT
For robotic applications in hazardous,
critical environments, the intelligence
needed to provide functional value
(i.e. reduced time, increased prob-
ability of detection, increased hazard
source localization accuracy) cannot
be derived from a single behavior
(such as obstacle avoidance, map-
ping, or mine detection). Rarely do
we find an integrated suite of capa-
bilities that is capable of accomplish-
ing an end-to-end mission. Intelli-
gence requires not simply behavior,
but also the ability to use behaviors
effectively towards a highly complex
set of real-world, mission-level re-
quirements. If the level of robot initia-
tive and autonomy used in real-world
missions is to increase, the underly-
ing mechanisms for behavior compo-
sition and human interaction must
also change.
Many approaches to creating behav-
iors as well as orchestrating them
have been offered by the community
including a variety of machine learning based techniques. These
methods and algorithms are often highly elegant, formalized
methods intended to streamline the development and testing
methodologies. Unfortunately, these all too often fail to provide
truly intelligent systems that provide value in the real world. Why
is this?
One clue may be found if we consider biology. Is there anywhere
in biology where we can find an elegant, formalized, understand-
able method for behavior composition? Functional intelligence
may be, in part, derived from many interwoven heuristics for se-
quencing and interleaving behavior. In the brain these heuristics
are learned over time through experience and perhaps not in an
elegant fashion. Artificial Neural Networks (ANNSs) are intended to
model the behavior derivations we find in biology, but although
ANNs allow us to effectively capture particular perceptual and
action pairings, we are still left with the fundamental problem of
how to sequence and compose behaviors to get a real job done.
Without this behavior composition, we may have capability, but
enjoy meager intelligence.
Although this talk will not submit a solution to this fundamental
challenge, | would like to share a variety of experiments which,
over the past few years, have allowed us to metric various com-
ponents of intelligence for mobile robots used in a variety of real
world missions. These missions include chemical plume localiza-
tion, radiological characterization, urban search and rescue, mine
detection and defeat of improvised explosive devices. To ac-
complish end-to-end missions in the hands of operators with no
or little experience with robots requires a means to fuse compo-
nents of robot intelligence while hiding the behavioral complexity
from the user.

PLENARY SPEAKER

Mr. David
Bruemmer

Measuring
the Benefits
of Intelligent
Behavior for

Robotic
Threat
Detection



The Robot Intelligence Kernel (RIK) is being used to coalesce
software components for perception, communication, behavior,
world modeling, and human interaction into a single behavior
architecture that can be easily transferred for use with a wide
variety of robots and sensor-suited, low-level proprietary con-
trols. This talk will discuss implementation strategies employed
to integrate these components into a functional system that pro-
vides high-performance utility for various real-world tasks. Of
particular interest is the cognitive glue, a fuzzy logic rule base,
used to sequence and blend these behaviors into mission-level
capabilities, such as minesweeping or radiological characteriza-
tion. Lastly, the paper discusses agents within the interface that
fuse various forms of robot and world representation. The inter-
face agents also filter and interpret human input in order to in-
corporate it seamlessly into the behavioral intelligence of the
robotic system. Our strategy is to hide sensor and behavior
complexity while providing a means to integrate human intelli-
gence at an appropriate level. In reviewing the benefits and limi-
tations of the RIK approach, the talk will provide system-oriented
results from recent hazard detection experiments. In particular,
the talk will detail a number of measurements focused on the
complete (i.e. human + robot + software + interface) system met-
rics as well as various component measurements.

BIOGRAPHY

Mr. David J. Bruemmer is Vice President for Research and De-
velopment at 5D Robotics, Inc. where he is also a founder and
board member. Prior to joining 5D Mr. Bruemmer was Technical
Director for Unmanned Vehicles at the Idaho National Laboratory
(INL.) For more than 14 years Mr. Bruemmer has enjoyed finding
ways to fuse emerging science and engineering into innovative
technologies that can change the way robots interact with hu-
mans and their environment. He has authored over 50 peer re-
viewed journal articles, book chapters and conference papers in
the area of intelligent robotics. Mr. Bruemmer has been recog-
nized by the President’s Office of Science and Technology Policy
for his work to forge effective interagency research collaborations
across the Federal government (e.g. NASA, Dept. of Energy,
Dept. of Defense, Dept. of Commerce, Dept. of Homeland De-
fense). He is a winner of the R & D 100 Award, the Stoel Reeves
Idaho Innovation Award and the Federal Lab Consortium Award
for Excellence in Technology Transfer.

The Robot Intelligence Kernel (RIK), developed by Mr. Bruemmer
and his team, is being used as a framework for integrating robot
software into a standardized, interoperable architecture. Mr.
Bruemmer has developed robot behaviors used for a wide variety
of robots for applications including remote characterization of
high radiation environments, mine sweeping operations, military
reconnaissance, |IED defeat, chemical plume tracing and search
and rescue operations. These efforts have yielded 11 Patents
(Issued and Pending) and 10 copyrighted software inventions.
His research in the area of countermine operations has demon-
strated a four fold decrease in time necessary to find landmines
and an improvement of over 20% in probability of detection
when compared with the current military baseline. Before work-
ing at the INL, Mr. Bruemmer served as a consultant to the De-
fense Advanced Research Projects Agency, where he worked to

coordinate development of autonomous robotics technologies
across several offices and programs.

ABSTRACT
A robot observes the space within
range of its sensors. In this “small-
scale” space, it detects hazards
and makes local motion plans. As it
explores its global environment, it
knits local spatial models together
to build a cognitive map—a repre-
sentation of the global structure of
“large-scale” space that extends
beyond the sensory horizon of the
robot at any given time.
We have developed the Hybrid
Spatial Semantic Hierarchy (HSSH),
a model of the cognitive map that
covers both large-scale and small-
scale space, as experienced by the
exploring robot. The key idea be-
hind the HSSH is to combine the
strengths of multiple different rep-
resentations (ontologies) for space,
each relatively simple: the Local Metri-
cal, Local Topological, Global Topological, and Global Metrical
maps.
This hierarchy of representations supports a relatively simple and
robust way for the robot to construct a useful cognitive map from
exploration experience. It also supports robust and efficient
planning of routes from one place to another, as well as multiple
ontologies for communication between a robot and a human
directing it in how to reach a desired destination.
The structure of the HSSH allows us to factor the evaluation task
into simpler elements. Each level of the hierarchy can be evalu-
ated according to its ability to meet the needs of the other levels,
and the hierarchy as a whole is evaluated according to the differ-
ent ways it can meet the needs of the robot agent, and how well
each of those ways is accomplished. As a result of this factoring,
each component is easier to evaluate, and has a lower bar for
successful performance.

PLENARY SPEAKER

Prof. Ben Kuipers

Evaluating the
Robot
Cognitive
Mapper

BIOGRAPHY

Benjamin Kuipers joined the University of Michigan in January
2009 as Professor of Computer Science and Engineering. Prior
to that, he held an endowed Professorship in Computer Sciences
at the University of Texas at Austin. He received his B.A. from
Swarthmore College, and his Ph.D. from MIT. He investigates the
representation of commonsense and expert knowledge, with
particular emphasis on the effective use of incomplete
knowledge. His research accomplishments include developing
the TOUR model of spatial knowledge in the cognitive map, the
QSIM algorithm for qualitative simulation, the Algernon system
for knowledge representation, and the Spatial Semantic
Hierarchy model of knowledge for robot exploration and
mapping. He has served as Department Chair at UT Austin, and
is a Fellow of AAAI and IEEE.



ABSTRACT

The theme of the 2009 PerMIS is,
“Does performance measurement
accelerate the pace of advancement
for intelligent systems?” Surely,
performance measurement is
necessary but not sufficient for the
advancement of intelligent systems,
and no measurement can
compensate for badly designed
performance tasks or for
performance becoming an end in
itself. Al is drunk on performing hard
tasks at high levels. Given a choice
between power and generality, most
of us choose power. Our programs
depend on designed exploits, or on
designed search spaces in which
programs can learn exploits. Divide-
and-conquer, specific function,
power over generality, and exploits
are valuable engineering methods in
many disciplines. They are apt to
build machines that do one thing
well. Human intelligence isn't that kind

PLENARY SPEAKER

Prof. Paul Cohen

Against
Sophistication:
Why Worry
About
Performance
Assessment

of machine.

Fixing the current situation will require a disciplined stand against
sophistication. It will require investments in general, child-like
intelligence, and the investors might not see a return—high
performance from cognitive systems—for some time. | think this
is a deal worth making, both because it is likely to succeed and
because the pursuit of high performance returns low dividends.

BIOGRAPHY

Paul Cohen is Professor and Head of Computer Science at the
University of Arizona. Before that he worked at UMass Amherst
and the USC Information Sciences Institute. His research is on
planning, learning, cognitive development and language. He
wrote a textbook on empirical methods for computer science
and has worked on the evaluations of several DARPA programs,
most recently PAL, Coordinators and Machine Reading.
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ABSTRACT

Today, unmanned systems are oper-
ating in-theater with untested col-
laborative capabilities. The vehicles
are heterogeneous, in that they are
developed by different contractors,
they have different levels of auton-
omy, they have different sensors and
capabilities, and they are physically
disparate. Unmanned air vehicles
built by one contractor have never
autonomously collaborated with un-
manned sea surface vehicles built by
another contractor, and no one knows

PLENARY SPEAKER

Dr. Lora Weiss

Assessing how they would perform if deployed
Autonomous together today. Their integrated use,
Systems As however, is rapidly growing in the
They Evolve military. As improvements in auton-
omy, sensing, and reasoning ad-
vance, collaborating, multi-vendor

unmanned systems will be increas-

ingly employed to support challeng-

ing, tactical operations. The antici-

pated increase in sophistication drives
the need for an ability to robustly test,
measure, and evaluate heterogeneous unmanned vehicles for full
spectrum dominance and joint operations. We need to consider
assessment methods to evaluate force-on-force and mission
level the effectiveness of disparate unmanned systems collabo-
rating in theater-wide scenarios. A key requirement for assessing
autonomous unmanned systems is the realization that unmanned
vehicles pose new challenges that are distinct from traditional
approaches to assessing systems. These challenges stem from
the upcoming capabilities of unmanned systems being able to
autonomously collect and process data, turn it into valued infor-
mation and knowledge, and then intelligently act upon it with
little to no operator involvement. Autonomy at the individual ve-
hicle level involves transitioning cognition into decisions that
drive actions. Based on the mission or operational environment,
these unmanned systems may execute behaviors that cannot be
precisely predicted. Assessments need to support evaluation of
autonomous vehicle actions and judge whether the actions are
reasonable and acceptable, without having precisely quantifiable
metrics. Evaluating these systems will focus more on capabilities
and missions rather than mechanics. New approaches to meas-
uring their effectiveness will be adopted to support advances in
autonomy and cognition, where the metrics and methods evolve
and adapt, just as the systems do.

BIOGRAPHY

Dr. Lora G. Weiss is a lab Chief Scientist at the Georgia Tech
Research Institute, where she conducts research on the design,
development, and implementation of autonomy and control for
manned and unmanned systems. She has supported intelligent
autonomy for unmanned underwater vehicles, unmanned air
vehicles, and unmanned ground vehicles, and is currently
engaged in research in exploring all aspects of the behavior of



these systems. Dr. Weiss has chaired sessions at I|EEE
conferences, ASA conferences, and Navy Symposiums and
currently chairs the ASTM Standards Development
Subcommittee F41.01, on Unmanned Maritime Vehicle
Autonomy and Control. Dr. Weiss is on the Board of Directors for
AUVSI, the world's largest non-profit unmanned systems
organization. She has developed a video for IEEE Educational
Services and has received several publication awards. Dr. Weiss
has been Principal Investigator on numerous DoD programs
sponsored by offices such as DARPA, the Office of Naval
Research, and various Navy Program Executive Offices. She has
provided over 150 technical briefs to high-ranking DoD officers
and DoD technology offices.

VIDEO SESSION

Dr. Gary Berg-Cross

Developmental Robotics in Theory and Action:
a new way to Understand Cognition and Build
Robots with Adaptive Abilities?

This video session serves as an introduction to the topic of
developmental robotics (DR). It also serves to discuss some
topics in the broader field of cognitive development, which can
be explored by the DR research program. DR is a newly
emerging interdisciplinary field that builds on 2 of the best tools
we have to study cognition —robots and computer modeling. DR
studies how autonomous robots can acquire/construct skills,
processes & knowledge on their own, strictly through their
interactions with the surrounding environment. A core idea is that
intelligence is not solely explained by innate mechanisms that
modularly organize the human brain. Instead the hypothesis is
that much of intelligence/cognition results from a much dynamic
process constructing cognitive ability through a long personal
development involving “embodied interactions” in rich
environments.

FOOD FOR THOUGHT: RELEASE OF WHITE PAPER

Prof. Erwin Prassler

The Use of Reuse for Designing and
Manufacturing Robots

PerMIS 2009
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ABSTRACT
How does the human brain represent
meanings of words and pictures in
terms of the wunderlying neural
activity? This talk will present our
research using machine learning
methods together with fMRI brain
imaging to study this question. One
line of our research has involved
training classifiers that identify which
word a person is thinking about,
based on their neural activity
observed using fMRI. A more recent
line involves developing a
computational model that predicts
the neural activity associated with
arbitrary English words, including
words for which we do not yet have
brain image data. Once trained, the
model predicts fMRI activation for
any other concrete noun appearing in
the text corpus, with highly
significant accuracies over the 100
nouns for which we currently have
fMRI data. Professor Mitchell’s
research was recently featured on a
CBS 60 Minutes story “Reading your

BANQUET SPEAKER

Prof. Tom Mitchell

How does
Brain Activity
Represent
Word
Meanings?

Mind.”

BIOGRAPHY

Tom M. Mitchell is the E. Fredkin University Professor and head
of the Machine Learning Department at Carnegie Mellon Univer-
sity. Mitchell is a past President of the American Association of
Artificial Intelligence (AAAI), and a Fellow of the AAAS and of the
AAAI. His general research interests lie in machine learning, arti-
ficial intelligence, and cognitive neuroscience. Mitchell's web
home page is www.cs.cmu.edu/~tom.



September

|

PerMIS 2009

08:00

08:30

PERIVIES

MON-AM1 Model-based Performance Evaluation
Chairs: M. Ani Hsieh & Paul Evans
¢ Validating Extended Neglect Tolerance Model for Humanoid Soccer

Robotic Tasks with Varying Complexities [Rajesh Elara, Carlos Acosta
Calderon, Changjiu Zhou, Wijerupage Sardha Wijesoma]

e Modeling Multiple Human Operators in the Supervisory Control of
Heterogeneous Unmanned Vehicles [Brian Mekdeci, Mary Cummings]

« Internal Model Generation for Evolutionary Acceleration of Automated
Robotic Assembly Optimization [Jeremy Marvel, Wyatt Newman]

e Development of Top-Down Analysis of Distributed Assembly Tasks
[Anthony Cowley, M. Ani Hsieh, C.J. Taylor]

o Context-Based Object Recognition [Shaun Edwards, Meredith Wright,
Ben Abbott]

MON-PM1 Performance Assessment and Reliability of Unmanned
Systems

Chairs: Hui-Min Huang & Coire Maranzano
¢ A Mission Taxonomy-Based Approach to Planetary Rover Cost-

Reliability Tradeoffs [David Asikin, John Dolan]

e Towards a Systematic Assessment of the Functions of Unmanned
Autonomous Systems [Robin Jaulmes, Eric Moline, Laurent Vielle]

o Performance Measures Framework for Unmanned Systems (PerMFUS):
Initial Perspective [Hui-Min Huang, Elena Messina, Adam Jacoff]

e Optimum Combination of Full System and Subsystem Tests for
Estimating the Reliability of a System [Coire Maranzano, James Spall]

Xiii



PERIVIES —

08:00

|

08:30

MON-AM2 Special Session I: Performance Metrics for Sustainable
Manufacturing

Organizers: Kevin Lyons, Mahesh Mani & Ram Sriram

o Manufacturing Unit Process Life Cycle Inventories (Uplci)
[Michael Overcash, Janet Twomey, Jacqueline Isaacs]

o Conceptual Foundations of Energy Aware Manufacturing
[Soundar Kumara]

o Discrete Event Simulation to Generate Requirements Specification for
Sustainable Manufacturing Systems Design
[Bjérn Johansson, Anders Skoogh, Mahesh Mani, Swee Leong]

o Towards A New Geometric Metric for Sustainability Assessment
[Gaurav Ameta]

MON-PM2 Special Session II: Test and Evaluation of Unmanned and

Autonomous Systems

Organizers: Mauricio Castillo-Effen & Nikita Visnevski

¢ Unmanned and Autonomous Systems Mission Based Test and
Evaluation [Philipp Djang, Frank Lopez]

o Modeling and Simulation for Unmanned and Autonomous System Test
and Evaluation [Mauricio Castillo-Effen, Nikita Visnevski, Raj Subbu]

o Evolutionary Framework for Test of Autonomous Systems
[Raj Subbu, Nikita Visnevski, Philipp Djang]

e Metrics for Co-evolving Autonomous Systems [Jack Ring]

PerMIS 2009 Xiv



September

-

PerMIS 2009

PERIVIES

TUE-AM1 The Role of Robotics Competitions in Advancing Intelligent

Systems

Chairs: Stephen Balakirsky & Jason Gorman

e The Role of Competitions in Advancing Intelligent Systems: A
Practitioner’s Perspective [Elena Messina, Raj Madhavan, Stephen
Balakirsky]

e Evaluating The RoboCup 2009 Virtual Robot Rescue Competition
[Stephen Balakirsky, Stefano Carpin, Arnoud Visser]

o RoboCupRescue Interleague Challenge 2009: Bridging the Gap between
Simulation and Reality [Alexander Kleiner, Chris Scrapper, Adam Jacoff]

o Mobile Microrobot Characterization through Performance-Based
Competitions [Jason Gorman, Craig McGray, Richard Allen]

TUE-PM1 Ground Truth and Testbeds for Performance Testing
Chairs: Tsai Hong & Barry Bodt
o Data Collection Test-Bed for the Evaluation of Range Imaging Sensors

for ANSI/ITSDF B56.5 Safety Standard for Guided Industrial Vehicles
[William Shackleford, Roger Bostelman]

e Ground Truth Data Using 3D Imaging for Urban Search and Rescue
Robots [Nicholas Scott, Alan Lytle]

¢ Performance Measurements of Evaluating Static and Dynamic Multiple
Human Detection and Tracking Systems in Unstructured Environments
[Barry Bodt, Richard Camden, Harry Scott, Adam Jacoff, Tsai Hong,
Tommy Chang, Rick Norcross, Anthony Downs, Ann Virts]

o Mathematical Metrology for Evaluating a 6DOF Visual Servoing System
[Mili Shah, Tommy Chang, Tsai Hong, Roger Eastman]




PERIVIES e

,.‘
e B
EX]

TUE-AM2 Special Session lllI: Is an Agent Theory of Mind Valuable for

Adaptive, Intelligent Systems?

Organizer: Gary Berg-Cross

¢ Is an Agent Theory of Mind (ToM) Valuable for Adaptive, Intelligent
Systems? [Gary Berg-Cross]

e Towards a Simple Robotic Theory of Mind [Kyung-Joong Kim,
Hod Lipson]

¢ Resilient Behavior through Controller Self-Diagnosis, Adaptation and
Recovery [Juan Cristobal Zagal, Hod Lipson]

o Neurodynamics of Cognition and Consciousness [Robert Kozma,
Walter Freeman]

o Theory of Mind, Computational Tractability, and Mind Shaping
[Tad Zawidzki]

TUE-PM2 Special Session IV: An Ontology for Robotics Science and
Systems

Organizers: Erwin Prassler & Herman Bruyninckx

o Ontology Formalisms: What is Appropriate for Different Applications?

[Craig Schlenoff]

o Universal Core Semantic Layer: A Roadmap to Semantic Interoperability
[Lowell Vizenor, Barry Smith]

PerMIS 2009



o PERIVIES

WED-AM1 Performance Measures for Mobile Robots

Chairs: Alan Bowling & Rolf Lakaemper

o Performance Measures of Agility for Mobile Robots [Alan Bowling,
Shih-Chien Teng]

e Measuring Robot Performance in Real-time for NASA Robotic
Reconnaissance Operations [Debra Schreckenghost, Terrence Fong,
Tod Milam, Hans Utz]

o A Biologically Inspired Sensory Driven Method for Tracking Wind-Borne
Odors [Brian Taylor, Brandon Rutter, Roger Quinn]

¢ A Confidence Measure for Segment Based Maps [Rolf Lakaemper]

e Evaluation of Robocup Maps [Benjamin Balaguer, Stefano Carpin,
Stephen Balakirsky, Arnoud Visser]

WED-PM1 Issues in Designing Intelligent Systems

Chairs: Danil Prokhorov & Satyandra Gupta

e Performance Measurement and Its Role in Advancement for Intelligent
Systems: Discussion Points [Danil Prokhorov, Yasuo Uehara]

o Collective Intelligence: Toward Classifying Systems of Systems
[Alan Ramsbotham]

¢ A Decision-Theoretic Formalism for Belief-Optimal Reasoning
[Kris Hauser]

o Evaluation of Automatically Generated Reactive Planning Logic for
Unmanned Surface Vehicles [Max Schwartz, Petr Svec, Atul Thakur,
Satyandra Gupta]

PerMIS 2009 XVii



PERIVIES e
s

PerMIS 2009

WED-AM2 Special Session V: TRANSTAC: Performance Evaluation of

Speech Translation Systems for Military Applications

Organizers: Craig Schlenoff & Brian Weiss

e Evaluating Speech Translation Systems: Applying SCORE to TRANSTAC
Technologies [Craig Schlenoff, Brian Weiss, Michelle Steves, Greg
Sanders, Frederick Proctor, Ann Virts]

e Development and Internal Evaluation of Speech-to-Speech Translation
Technology at BBN [David Stallard, Rohit Prasad, Prem Natarajan]

e The Impact of Evaluation Scenario Development on the Quantitative
Performance of Speech Translation Systems Prescribed by the SCORE
Framework [Brian Weiss, Craig Schlenoff]

e Probability of Successful Transfer of Low-Level Concepts via Machine
Translation: A Meta-Evaluation [Greg Sanders, Sherri Condon]

o Automated Metrics for Speech Translation [Sherri Condon, Mark Arehart,
Christy Doran, Dan Parvaz, John Aberdeen, Karine Megerdoomian,
Beatrice Oshika]

o Utility Assessment in TRANSTAC: Using a Set of Complementary
Methods [Michelle Steves, Emile Morse]

WED-PM2 Special Session VI: Performance Measurements Towards

Improved Forklift Safety

Organizer: Roger Bostelman

o Fork Lift Awareness [Mark Austin]

o Where AGV's and Forklifts Roam: Preserving Operational Safety in a
Shared Workspace [Richard Ungerbuehler]

o Performance Measurements Towards Improved Manufacturing Vehicle
Safety [Roger Bostelman, Will Shackleford]

e White Paper: Towards Improved Forklift Safety [Roger Bostelman]

xviii



AUTHOR INDEX

Abbott, B. .............. MON-AM1

Aberdeen, J. .......... WED-AM2
Allen, R. ccoovveeeieennnns TUE-AM1
Ameta, G. ............... MON-AM2
Arehart, M. ............. WED-AM2
Asikin,D. ....cccevueneenn MON-PM1

Austin, M. ............... WED-PM2
Balaguer, B. ........... WED-AM1

Balakirsky, S. .......... TUE-AM1

Balakirsky, S. ........... TUE-AM1
Balakirsky, S. .......... WED-AM1
Berg-Cross, G. ........ TUE-AM2
Bodt, B. .....cceunnneneee. TUE-PM1
Bostelman, R........... TUE-PM1

Bostelman, R. ........ WED-PM2
Bostelman, R. ........ WED-PM2
Bowling, A. ............. WED-AM1
Calderon, C. .......... MON-AM1

Camden, R. ............. TUE-PM1
Carpin, S. ........ccc.... TUE-AM1

Carpin, S. ............... WED-AM1
Castillo-Effen, M. ...MON-PM2
Chang, T. ccceeeeeenn. TUE-PM1
Chang, T. ..ccovvvvnennee. TUE-PM1
Condon, S. ............. WED-AM2
Condon, S. ............. WED-AM2
Cowley, A. .............. MON-AM1
Cummings, M. ....... MON-AM1
Djang, P. ccoevveeeee. MON-PM2
Djang, P. ................. MON-PM2
Dolan, J. ................ MON-PM1

Doran, C. .....ccceeeuu... WED-AM2
Downs, A. ................ TUE-PM1
Eastman, R. ............. TUE-PM1
Edwards, S. ........... MON-AM1

Elara, R. ................. MON-AM1
Fong, T. cccoeeeeee WED-AM1

Freeman, W. ............ TUE-AM2
Gorman, J. .............. TUE-AM1

Gupta, S. ................ WED-PM1
Hauser, K. ............... WED-PM1
Hong, T. ovvrrnin. TUE-PM1
Hong, T. ovvvriiiiinnne. TUE-PM1
Hsieh, M.A. ............ MON-AM1
Huang, H.M. .......... MON-PM1

Isaacs, J. ... MON-AM2

Jacoff, A. ..ccoovivennnnnns TUE-AM1
Jacoff, A. ..ccooveeene.. MON-PM1
Jacoff, A. ..ccoeviiennnnnns TUE-PM1
Jaulmes, R. ............ MON-PM1
Johansson, B. ........ MON-AM2
Kim, KJ. oo TUE-AM2
Kleiner, A. ................ TUE-AM1
Korzman, R. ............ TUE-AM2
Kumara, S. ............. MON-AM2
Lakaemper, R. ........ WED-AM1
Leong, S. .cceeeeennn. MON-AM2
Lipson, H. ................ TUE-AM2
Lipson, H. ................ TUE-AM2
Lopez, F. ...cccuun.... MON-PM2
Lytle, A. e TUE-PM1
Madhavan, R. .......... TUE-AM1
Mani, M. ................. MON-AM2
Maranzano, C. ....... MON-PM1
Marvel, d. ............... MON-AM1
McGray, C. .............. TUE-AM1
Megerdoomian, K. .WED-AM2
Mekdeci, B. ........... MON-AM1
Messina, E. ............ MON-PM1
Messina, E. .............. TUE-AM1
Milam, T. ..o WED-AM1
Moline, E. ............... MON-PM1
Morse, E. ................ WED-AM2
Natarajan, P. ........... WED-AM2
Newman,W. ........... MON-AM1
Norcorss, R. ............ TUE-PM1
Oshika, B. .............. WED-AM2
Overcash, M. ......... MON-AM2
Parvaz, D. ............... WED-AM2
Philipp, D. .............. MON-PM2
Prasad, R. .............. WED-AM2
Proctor, F. ............... WED-AM2
Prokhoroy, D. ......... WED-PM1
Quinn, R. ...coceuueeeee. WED-AM1
Ramsbotham, A. ....WED-PM1
Ring, J. . MON-PM2
Rutter, B. ................ WED-AM1
Sanders, G. ............ WED-AM2
Sanders, G. ............ WED-AM2
Schlenoff, C. ............ TUE-PM2
Schlenoff, C. .......... WED-AM2
Schlenoff, C. .......... WED-AM2

Schreckenghost, D.WED-AM1

Xix

Schwartz, M. .......... WED-PM1
Scott, H. ..covveeeeeenn TUE-PM1
Scott, N. ..coveeiiiinnnnnns TUE-PM1
Scrapper, C. ............ TUE-AM1
Shackleford, W. ...... TUE-PM1

Shackleford, W. ...... WED-PM2
Shah, M. .................. TUE-PM1
Skoogh, A. ............. MON-AM2
Smith, B. ... TUE-PM2
Spall, J. .ccoevveeeen MON-PM1
Stallard, D. ............. WED-AM2
Steves, M. .............. WED-AM2
Steves, M. .............. WED-AM2
Subbu, R. .............. MON-PM2
Subbu, R. ............... MON-PM2
Svec, P WED-PM1
Taylor, B. ................ WED-AM1

Taylor, C.J. ............. MON-AM1
Teng, S.C. ..ccuunee.. WED-AM1

Thakur, A. ............... WED-PM1
Twomey, J. ............. MON-AM2
Uehara, Y. ...ccccceeue.. WED-PMT1
Ungerbuehler, R. ....WED-PM2
Utz, H. oo WED-AMT1
Vielle, L. ..ccovunenenneen. MON-PM1
Virts, A e TUE-PM1
Virts, A. e, WED-AM2
Visnevski, N. .......... MON-PM2
Visnevski, N. .......... MON-PM2
Visser, A. ooeeveevennenn. TUE-AM1
Visser, A. cooevvevennnen. WED-AM1

Vizenor, L. ................ TUE-PM2
Weiss, B. ................ WED-AM2
Weiss, B. ................ WED-AM2
Wijesoma, W. ......... MON-AM1
Wright, M. .............. MON-AM1
Zagal, J.C. .............. TUE-AM2
Zawidzki, T. ............. TUE-AM2
Zhou, C. ...cccce... MON-AM1



AGKNOWLEDGMIENTS

These people provided essential support to make this event happen. Their
ideas and efforts are very much appreciated.

Website and Proceedings ' : ";:aer:mso :

Debbie Russell or attendees!

Local Arrangements
Jeanenne Salvermoser
Jennifer Peyton

Conference and Registration
Mary Lou Norris

Angela Ellis

Teresa Vicente

Kathy Kilmer

Intelligent Systems Division
Manufacturing Engineering Laboratory

National Institute of Standards and Technology

100 Bureau Drive, MS 8230
Gaithersburg, MD 20899-8230
http://www.nist.gov/mel/isd

PERFORMANCE METRICS e i
INTELLIGENT SYSTEMS (PERMIS) WORKSHOP ‘-‘ | e i - COMPUTER-AIDED

ENGINEERING

or i Criet. Mot Adel

Performance . c Y
Evaluation and Jounng or 5

sodvsies WTIELD OB

of Intelligent
Systems

L
- -
E— _

XX



Validating Extended Neglect Tolerance Model for
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ABSTRACT

Estimating robot performance in human robot teams is a vital
problem in human robot interaction community. In previous work,
we presented extended neglect tolerance model for estimation of
robot performance, where the human operator switches control
between robots sequentially based on acceptable performance
levels, taking into account any false alarms in human robot
interactions. Task complexity is a key parameter that directly
impacts the robot performance as well as the false alarms
occurrences. In this paper, we validate the extended neglect
tolerance model for two soccer robotic tasks of varying
complexity levels. We also present the impact of task complexity
on robot performance estimations and false alarms demands.
Experiments were performed with real and virtual humanoid
soccer robots across tele-operated and semi-autonomous modes of
autonomy. Measured false alarm demand and robot performances
were largely consistent with the extended neglect tolerance model
predictions for both real and virtual robot experiments.
Experiments also showed that the task complexity is directly
proportional to false alarm demands and inversely proportional to
robot performance.

Keywords
Human robot teams, Robot performance, Task complexity, False
alarm demand, Humanoid soccer robots, and Autonomy modes.

1. INTRODUCTION

Growing popularity and increasing viable application domains has
contributed to greater presence of robots in the commercial
marketplace. Many of these applications require humans and
robots to interact closely and work together towards a common
goal. Some real life examples of such scenarios include
edutainment, service, rescue and surgical robots [1]-[3]. Robot
autonomy is an essential component in these applications as it
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exempts human operators from the time intensive control and
decision making processes. Most robotic applications for the
commercial market can be categorized into tele-operation and
semi-autonomous modes of autonomy. In tele-operation mode, the
human operator guides the robot continuously until the given goal
is accomplished. This mode requires complete attention of the
human operator during the whole operation and every single
decision is made by the operator and the robot has zero
intelligence [4]. In semi-autonomous mode, the human and the
robot collaboratively control parts of the functions required to
accomplish the goal. The amount of functions left to the robot
depends on the level of robot intelligence, in most scenarios the
repetitive, low level tasks are handled by robots and only few high
level tasks and decisions making steps are handled by humans [5].
Therefore, the operator work load is greatly reduced in semi-
autonomous mode as compared to tele-operation mode. The
experiments presented in this paper were performed across tele-
operation and semi-autonomous modes of autonomy.

Robot performance in human robot teams is complex and multi-
faceted reflecting the capabilities of the robot(s), the operator(s)
and the quality of interactions [6]. Neglect tolerance model
presented in [7] is used as a general index for estimating robot
performance in relation to autonomy in human robot interaction
community. This model is employed in [8] to predict the
optimized number of robots that should be utilized in human
robot teams and robot system effectiveness. Neglect tolerance
model is applied in [9] to estimate instantaneous robot
performance, evaluate and compare three human robot interaction
systems. Neglect tolerance model is applied in [10] to evaluate
human robot interaction systems with special focus on the role of
a collaborative workspace in enabling mixed initiative interaction
between humans and heterogeneous teams of robotic vehicles.
Neglect tolerance model is also adopted in [11] to derive model
that approximates absolute autonomy and power in agent systems.

Neglect tolerance model is extended in [12] to investigate human
interaction in cooperating human robot teams within a realistically
complex environment. Neglect tolerance model assumes ideal
conditions while estimating performances, ignoring any false
alarms due to erroneous interactions between the human operator
and robot. But, in most real life applications erroneous
interactions between the human operator and the robot are



common due to uncertainties in both human operators as well as
in robots. These erroneous interactions lead to false alarms which
can be classified into two categories namely, the false positives
wherein a robot rejects a "correct” interaction and false negatives
wherein a robot fails to reject an "incorrect" interaction. False
alarms negatively impact the performance of human robot teams.
This zero false alarm assumption results in a less accurate
estimation of robot attention demand and robot performance, not
only leading to the operator’s failure in accomplishing the task as
scheduled due to higher attention demands in actual situation, but
leading to operator’s inability to achieve the performance level set
for that task due to the drop in performance attributed to the false
alarms. In our earlier work [13] [14], we presented the extended
neglect tolerance model to estimate robot performance taking into
account the additional demands required due to false alarms. We
also showed that extended neglect tolerance model offers better
estimations of robot attention demand, and robot performances as
compared to neglect tolerance model. For any robotics
applications, task complexity is one of the critical factors directly
impacting the performance of the robot and occurrence of false
alarms in human robot teams. In our previous work, we only
experimented and estimated robot performance using the extended
neglect tolerance model over a single task complexity and the
relationship to task complexity was ignored. But, extended neglect
tolerance model can be applied to any robotics application
irrespective of the task complexity, robot platform, or domain.
Neglect tolerance and interface efficiency are proportional to the
task complexity, therefore deriving the influence of latter on robot
performance and false alarm demands is necessary for the robot
operators to better gauge and optimize resources for the robot task
on hand. In this paper, we validate the extended neglect tolerance
model for two real and virtual humanoid soccer robotic tasks with
varying complexity levels across two levels of robot autonomy.
We also present the impact of task complexity on robot
performance estimations and false alarms demands.

In this paper, we will first discuss the extended neglect tolerance
model. In Section III, we will present a brief description of our
real and virtual Robo-Erectus Junior humanoid robots used in the
experiments. In Section IV, we will present the experiments
involving twenty test subjects to validate the extended neglect
tolerance model for two tasks with varying level of complexities
across two autonomy modes. Finally, Section V presents some
concluding ideas.

2. EXTENDED NEGLECT TOLERANCE
MODEL

Neglect tolerance model exploits neglect tolerance and interface
efficiency parameters for estimating robot performance in human
robot teams [15]-[17]. Neglect tolerance is a measure of how the
robot’s performance drops over time when the robot is neglected
by the user. Interface efficiency is a measure of how the robot’s
performance varies over time when the robot is being serviced by
the human operator. Neglect tolerance model assumes zero
erroneous interactions during robot operation while estimating
robot performance in human robot teams. But, in most real life
situations uncertainties in both human operator and the robots
result in erroneous interactions. For example, in a manipulator
control task the human operator may select a incorrect co-ordinate
points leading to a “false negative” as the manipulator would fail

to reject the false interaction or there may be cases where the
human operator select a correct co-ordinate points but the robot
chooses a wrong co-ordinate points/ignores the human operator
controls due to uncertainties in robot software/hardware leading to
a “false positive” as the robot rejects a true interactions.

To incorporate the demands due the false alarms, in our earlier
work we extended the neglect tolerance model by introducing the
notions false alarm time (FAT) and false alarm demand (FAD) as
illustrated in Fig. 1. FAT is defined as the time spent over false
alarm identification and robot performance recovery to the pre-
false alarm level.
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Figure 1.Extended Neglect Tolerance Model for Measuring
Robot Performance in Human Robot Teams

The scenario depicted in Fig. 1 starts just after the operator starts
to service the target robot. The robot performance increases with
human operator servicing the robot over time and saturates at
some point for both tele-operation and semi-autonomous
autonomy modes. In Fig. 1, IT is the period of interaction between
human operator and the robot, NT is the period of neglect where
the human operator ignores the robot, FATyq is the time spent
over false alarm identification and recovery for tele-operation
mode and FATs, is the time spent over false alarm identification
and recovery for semi-autonomous mode. Acceptable performance
is the minimum performance level that can be tolerated by the
operator for a given task.

False alarms, both false negatives as well as the false positives
negatively affect the robot performance, but the FATs are larger
for semi-autonomous mode as compared to tele-operation mode
due to the delay in the false alarm identification process in the
latter. In tele-operation mode, as the operator controls the robot
continuously any occurrence of false alarm is identified and
rectified in a shorter time period whereas in semi-autonomous
mode the operator controls the robot by specifying waypoints for
the latter to navigate and so any false alarm that occurs during the
neglect period can only be identified and rectified during next
period of service thereby resulting in larger FAT.

FAD is the additional demand placed on the robot operator due to
false alarms, it is defined as:
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FAT in Eq. 1 can be expanded as:
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where, FATp is the false alarm time contributed by a false positive
and FATn is the false alarm time contributed by a false negative.
Robot attention demand (RAD) is the robot’s average
performance over an interaction cycle [23] and extended neglect
tolerance model redefines RAD as:

_ IT+) FAT 3)
CIT+NT +) FAT

Task complexity is a measure of difficulty level of the robot task
and it remains as a key factor in deciding the robot performance
level and number of occurrences of false alarms. In our
experiments in this paper, the task complexity is only a function
of static obstacle density. But, it can be further extended to
include active obstacle density and terrain factors. We conducted
experiments with our real and virtual humanoid soccer robots,
Robo-Erectus Junior to validate the extended neglect tolerance
model for two tasks with varying complexity levels across tele-
operation and semi-autonomous modes of autonomy.

3. ROBO-ERECTUS JUNIOR- A SOCCER
PLAYING HUMANOID ROBOT

This section introduces the Robo-Erectus Junior humanoid robot
that we employed for our experiments for validating extended
neglect tolerance model in this paper. Robo-Erectus Junior is one
of the foremost leading soccer playing humanoid robots in the
RoboCup humanoid leagues. The objective of the Robo-Erectus
Junior development team is to develop a low cost humanoid
platform for soccer robotics [18] and human robot interaction
[19]. The mechanical structure, electronic control system and gait
movement control of Robo-Erectus Junior has evolved through
many stages to cope with the increasing complexity of the
RoboCup humanoid leagues. Fig. 3 shows the physical design of
Robo-Erectus Junior.

Robo-Erectus Junior has been designed to cope with the
complexity of a 3 versus 3 soccer game. Robo-Erectus Junior is
equipped with three processors each for vision, artificial
intelligence and control. Table 1 shows the specification of the
processors used in Robo-Erectus Junior. The robot platform is
equipped with three sensors: an USB camera to capture images, a
tilt sensor to detect a fall, and a compass to detect their direction.
The servomotors used send back the feedback data including
angular positions, speed, voltage, and temperature. To
communicate with its teammates, Robo-Erectus Junior uses a
wireless network connected to the artificial intelligence processor.
The vision processor performs recognition and tracking of objects
of interest including ball, goal, field lines, goal post teammate and
the opponents based on a blob finder based algorithm [20]. The
further processing of detected blobs, wireless communications and
decision making are performed by the artificial intelligence
processor which selects and implements the soccer skills (like
walk to the ball, pass ball, and dive) the robot is to perform.

Figure 2.Robo-Erectus Junior, the Latest Generation of the
Family Robo-Erectus

Table 1. Processor Specification of Robo-Erectus Junior

Features Artificial Vision Control
Intelligence Processor Processor
P Intel ARM Intel ARM ATMEL
TOCESSOr | XScale XScale ATmega-128
Speed 400Mhz 400Mhz 16Mhz
Memory 16MB 32MB 4KB
Storage 16MB 16MB 132KB
RS232 RS232
RS232, WIFI ’ ’
Interface S232, USB RS485

Finally, the control processor handles the low level control of
motor, based on the soccer skill selected by the artificial
intelligence processor. Table 2 shows the physical specifications
of Robo-Erectus Junior. It is powered by two high-current Lithium
polymer rechargeable batteries, which are located in each foot.
Each battery cell has a weight of only 110g providing 12v which
means about 15 minutes of operation.

Our Virtual-RE simulator was used to perform experiments with
virtual Robo-Erectus Junior humanoid robots providing several
possibilities of visualization and interaction with the simulated
world [21]. Fig. 3 shows the virtual Robo-Erectus Junior
humanoid robot and its environment. Virtual-RE simulator uses
the Open Dynamics Engine (ODE) to simulate rigid body
dynamics, which has a wide variety of features and has been used
successfully in many other projects [22]. OpenGL libraries were
used for both visualization and computation of imaging sensory



information due to its effectiveness in accommodating modern
hardware on a range of platforms. Client-server based architecture
was adopted for the realization of the simulator as it allows
halting and stepwise execution of the whole simulation without
any concurrencies. It also permits detailed debugging of the
executed robot software. The simulation kernel models the robots
and the environment, simulates sensor readings, and executes
commands given by the controller or the user. The graphic user
interface not only serves as a tool for interaction between the
robot and the user but also visualize the robot status and feedback
information whereas the all behavioral controls are handled by the
robot controllers.

In each simulation step, the controller reads the available sensors,
plans the next action, and sets the actuators to the desired states.
Virtual-RE provides each robot with a set of simulated sensors,
i.e. tilt, compass, gyroscopes, camera images, and motor feedback.
The motor states are also simulated as in the real robot with
feedback information that includes the joint angles as well as the
velocities of motors.

Figure 3. Robo-Erectus Junior in Virtual-RE simulator

Table 2. Processor Specification of Robo-Erectus Junior

Dimension Speed
Weight
Height Width Depth Walking
32Kg | 480mm | 270 mm | 150 mm 5 m/min

4. EXPERIMENTS

4.1 Experimental Design

In these experiments, we validated the extended neglect tolerance
model for two different levels of task complexities with our real
and virtual Robo-Erectus humanoid robots across tele-operation
and semi-autonomous modes of autonomy. We selected the task
of navigating Robo-Erectus Junior in the soccer field towards a
ball position. The robot and the ball were randomly placed in the
soccer field. Operator used the graphic user interface to control
the robots so as to navigate to the ball. Upon reaching the ball, the
robot was placed at the initial position and the ball at another
random position on the field for the next session.

To validate the extended neglect tolerance mode for different task
complexity levels, obstacles were placed in the path between the
robot and the ball. The complexity was increased by increasing
the number of obstacles. The secondary task for the operator was
to control a second robot during the neglect time of the target
robot so as to collect twice as much data per test session.

4.2 Instantaneous Performance

In this paper, we redefined the instantaneous performance
presented in [23] to suit the task under study as ratio of current
capability of the robot at a given time to the maximum capability
of the robot. Instantaneous performance can take any value
between 0 and 1. It is given by:

Py =) )

M (1)

Where Cc(t) is the current capability of the robot at time t for a
task, Mc(t) is the maximum capability of the robot or other objects
at time t for the same task and PI(t) is the instantaneous
performance at time t. In our experiments, the objective for the
robot is to navigate to the ball position so the maximum capability
would be the distance travelled by the robot moving optimally
towards the ball position at top speed. We define maximum
capability of the robot as:

M.(1)=K.3, ©)

where é; is a small interval of time and K is the maximum speed

of the robot. Since, Robo-Erectus Junior humanoid robots can
travel at the speed of 8.33cm per second, K value used was 8.33.
The current capability of the robot is the actual distance travelled

by the robot in the time 5’ s

C.()=D,-D,, ™

where Dt is the distance travelled by the robot at time t and

Dl_ s Is the distance travelled by robot at time t-é;. The

instantaneous performance is computed as:

c.y D -D.,

= ®)
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4.3 Participants & Procedure

The test subjects were first trained on the use of the graphic user
interface to control the humanoid robots. Sufficient training was
provided until the test subjects felt confident in using the user
interface upon which the test session with real and virtual robots
across tele-operation and semi-autonomous modes of autonomy
for the two tasks were conducted. We recruited 20 test subjects
aged between 18 and 51 and each of them took part in two 10
minute session with real and virtual robots, so a total of 80 test
sessions were performed. Of the 40 sessions each with real and
virtual robots, 20 were dedicated to the tele-operation mode and
remaining 20 to the semi-autonomous mode.

Out of the 20 test sessions for both the autonomy modes, 10
sessions involved task 1 where the human operator navigated the
robot to the ball with five obstacles in its path, and the other 10
sessions were dedicated to task 2, where fifteen obstacles were
placed in the path between the robot and the ball. In each test
session, the operator first serviced the target robot to accomplish
the task of navigating to the ball. After servicing the target robot,
he/she switches to the secondary task of navigating the second
robot to the ball. The operator performed the navigation task as
many times as possible with the two robots during each ten
minutes test session. The instantaneous performance
measurements together with the time, operator controls, and robot
state information were recorded for each test session.

4.4 Results

Fig. 4 shows the performance of the real and virtual robots for
task 1 across tele-operation and semi-autonomous modes for all
the twenty test subjects. False alarms were witnessed in 39 out of
the total 40 test sessions with task 1 involving both real and
virtual robots across tele-operation and semi-autonomous modes.
A total of 68 false alarms were recorded out of which 22 were
false negatives and 46 were false positives. Fig. 5 shows the
performance of the real and virtual robots for task 2 across tele-
operation and semi-autonomous modes for all the twenty test
subjects. False alarms were witnessed in all the 40 test sessions
with task 2.
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Figure 4.Robot Performance in Human Robot Teams for Task
1: (a) Real Robot in Semi-autonomous, (b) Virtual Robot in
Semi-autonomous, (c) Real Robot in Tele-operation and (d)
Virtual Robot in Tele-operation.



A total of 103 false alarms were recorded out of which 35 were
false negatives and 68 were false positives. The false positives
were mainly due to errors in the graphic user interaction scheme,
software faults in robot's control and artificial intelligence
modules, and hardware failures in sensor/actuator systems. The
false negatives were mainly due to the human error pertaining to
lack of understanding of the interaction scheme, and the task of
interest. As postulated in the extended neglect tolerance model,
the FADs for tele-operation were found to be shorter than those
for semi-autonomous experiments for both task complexities. The
performance results for real and virtual robots were found to
follow similar pattern for both task complexities across both tele-
operation and semi-autonomous modes. From the figures, it is
evident that due to the increased complexity in task 2 attributed to
the presence of additional ten more obstacles in the path of the
robot, the performance has significantly dropped in both real and
virtual experiments.

Performance
[l
(4]
[
(=]

’

)

v
/
\

g 07
E 08
E 0. %
o 0.4 E
0.3 I !
0.2 'I!.?/f
0.1 _.’/;f/’
0.0 |||g-/, /,g,'/'f
1910 I] .
Operator _. Time (s)

nce

Performa

a0z e\ .

= 05 }ﬁfl‘wn’?“iﬁ' i

= . i Lr‘-‘* 7 -|'I \l.l fr=s
g {!}fﬁlﬂﬁ#ﬁiﬁ&(\ﬁ‘!@lﬂ
2 03 L

02 It 'Mfiiﬂf?f I “l:

(@

Figure 5. Robot Performance in Human Robot Teams for Task
2: (a) Real Robot in Semi-autonomous (b) Virtual Robot in
Semi-autonomous. (c) Real Robot in Tele-operation Mode, and
(d) Virtual Robot in Tele-operation Mode

For both the tasks complexities, tele-operation mode is efficient in
increasing the performance of the robot upon servicing after a
neglect period as compared to point to point mode. The robot
performance dropped abruptly to zero within 2 seconds of neglect
period for both the tasks across tele-operation experiments
whereas the performance drop during neglect period was more
gradual for both the tasks across semi-autonomous experiments.
During the neglect period, the rate of performance drop was
slower in semi-autonomous mode as compared to tele-operation
mode. Occurrence of false alarm degrades performance in all the
experimental cases. The performance drop due to false alarms are
more prominent in semi-autonomous mode as compared to tele-
operation mode as the period for performance recovery to pre-
false alarm level is shorter in latter. The trend of the graphs in Fig.
4, and Fig. 5 validate the extended neglect tolerance model for
varying levels of task complexities. From the figures, it is evident



that irrespective of the task complexity the tele-operation mode
requires the operator to interact continuously with the robot as in
the case of neglect the robot performance drops rapidly to zero.
We also computed and compared the FADs for real and virtual
robot experiments across the two autonomy modes for both the
tasks. Fig. 6 shows the average FADs for different experimental
cases. The mean FAD for task 2 in semi-autonomous mode was
highest for both real and virtual robot experiments. It is clear from
the figure that increasing task complexity increases the number of
occurrence of false alarms and therefore resulting in higher FAD.
The number of false alarms increased from 68 in task 1 to 103 in
task 2, in specific the increase in false positives was more
prominent and the results for real and virtual robot experiments
followed the similar patterns. FADs can be used as a performance
metric to gauge the additional operator efforts required for tasks
of varying complexities and scenarios. Table 3 presents the
percentage performance drop in task 2 in comparison to task 1 for
all experimental cases.

Table 3. Percentage Performance Drop in Task 2 in
Comparison to Task 1 For All Experimental Cases

Experimental Cases Performance Drop

From, the table it is evident that an increase in task complexity
results in performance drop and deriving this relationship for task
of interest can aid robot operator optimize resources and time.

5. CONCLUSION

In this paper, we validated the extended neglect tolerance model
for two robot navigation tasks with different complexity levels
across tele-operation and semi-autonomous modes of autonomy.
Results of our experiments with real and virtual robots were
largely consistent with the proposed extended neglect tolerance
model predictions for both tasks across the two autonomy modes.
FADs were found to be directly proportional to the task
complexity, as the results showed that an increase in task
complexity resulted in an increase in FAD. Irrespective of the task
complexity, FADs were found to be higher in semi-autonomous
mode as compared to tele-operation mode for experiments with
real and virtual robots. Results from both the tasks showed that
tele-operation mode offers higher robot performance than semi-
autonomous mode but the latter requires lower RAD and offers
better performance deterioration rate during neglect times. The
experiments in this paper were limited to a human operator
navigating a single robot towards a randomly placed ball. Future
work would include extending these results to estimating robot
performance in multi-robot teams involving homogeneous and/or
heterogeneous robots working together with a human operator
towards accomplishing tasks of varying complexities. A second

Real Robot Tele-operation 6.78% possibility of future work is to use FAD as a metric to compare
- - performances of robot platforms, autonomy modes and interaction
Virtual Robot Tele-operation 10.75% schemes for tasks of varying complexities. Another possibility of
Real Robot Semi-autonomous 12.71% future work is to study the effec.ts of .task complexities on robot
performances and FADs for multi-tasking problems.
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ABSTRACT

In the near future, large, complex, time-critical missions, such as
disaster relief, will likely require multiple unmanned vehicle (UV)
operators, each controlling multiple vehicles, to combine their
efforts as a team. However, is the effort of the team equal to the
sum of the operator’s individual efforts? To help answer this
question, a discrete event simulation model of a team of human
operators, each performing supervisory control of multiple
unmanned vehicles, was developed. The model consists of
exogenous and internal inputs, operator servers, and a task
allocation mechanism that disseminates events to the operators
according to the team structure and state of the system. To
generate the data necessary for model building and validation, an
experimental test-bed was developed where teams of three
operators controlled multiple UVs by using a simulated ground
control station software interface. The team structure and inter-
arrival time of exogenous events were both varied in a 2x2 full
factorial design to gather data on the impact on system
performance that occurs as a result of changing both exogenous
and internal inputs. From the data that was gathered, the model
was able to replicate the empirical results within a 95%
confidence interval for all four treatments, however more
empirical data is needed to build confidence in the model’s
predictive ability.

Categories and Subject Descriptors
1.6.3 [Computing Methodologies]: Simulation and Modeling —
applications.

General Terms
Performance, Experimentation, Human Factors.

Keywords
Discrete event simulation, human factors, modeling, team
performance, supervisory control, unmanned vehicles.
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1. INTRODUCTION

Unmanned vehicles (UVs) are currently in use for numerous
military operations, but they are also being considered for many
non-military applications as well, including mining, fighting
forest fires, border patrol and supporting police [1]. Currently,
several human operators are required to control many of today’s
UVs, but futuristic systems will invert the operator-to-UV ratio so
that one operator can control multiple UVs [2]. To accomplish
this goal, the level of automation will have to increase such that
operators will give high-level, supervisory instructions to the UVs
instead of manual control [3]. However, previous research has
shown that even under supervisory control, there is a cognitive
limit as to the number of UVs a single human operator can
effectively manage [4, 5]. Large, complex, time-critical
missions, such as disaster relief, will likely exceed that limit and
will require multiple operators, each controlling multiple UVs, to
combine their efforts. Since such systems do not currently exist,
many questions arise, including: (1) How many operators are
necessary to achieve a set of mission objectives? (2) How should
the operators combine their efforts in the most effective way? (3)
Will the group performance be more than, equal to, or less than
the sum of the individual contributions?

2. RESEARCH OBJECTIVE

The goal of this research is to develop a quantitative model of a
team of human operators, each performing supervisory control of
multiple unmanned vehicles, in time-critical environments. This
model would allow stakeholders, such as vehicle designers and
battlefield commanders, to vary input parameters, such as vehicle
speed and number of human operators, in order to determine their
impact on system performance.

3. PREVIOUS RESEARCH

3.1 Queuing Model of Supervisory Control of

Unmanned Vehicles

Supervisory control of unmanned vehicles involves an operator
handling intermittent events via an automated system by giving
high-level commands to UVs. As such, supervisory control of
unmanned vehicles has been previously modeled as a queuing
system where the vehicles requesting assistance are regarded as
users and the human operators are regarded as servers [6]. For
instance, in a simple surveillance scenario whose timeline is
shown in Figure 1, an unidentified contact suddenly emerges at
time t. This event, labeled A, requires that the operator perform a
task, in this case, assign an UV to the contact location for further



investigation. Since this event is not directly controllable by the
operator or vehicle, it is considered to be an exogenous event to
the system. Ideally, the operator would notice this event and start
“servicing” it immediately by performing the associated task.
However, because of inherent inefficiencies of human attention,
the operator will inadvertently introduce a delay between the
arrival of this event and the moment he starts to service it (marked
by event B in the timeline). This delay is due to a combination of
the Wait Time due to loss of Situational Awareness (WTSA) and
the Wait Time due to Interaction (WTI) [4]. WTSA occurs when
the operator is not aware that the event requires his attention,
whereas WTI occurs when the operator has noticed the event, but
has not measurably started the associated task yet (perhaps due to
deciding between the right course of action from a number of
options). Since it is extremely difficult to separate WTSA from
WTI, the measured time between when an event emerges and
when the operator starts the associated task (assuming the
operator is not busy and has the resources available to service the
event) will be considered WTOD — wait time due to operator
delay. Cummings and Mitchell [4] have shown that this delay can
be quite significant particularly when operators are controlling
multiple vehicles simultaneously and have degraded situational
awareness.

A B C D E F
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Figure 1: Timeline of events for simple UV scenario.

The task of assigning a vehicle to a location also takes a finite
amount of time known as the Service Time (ST). At the moment
when the operator finishes assigning a vehicle (C in Figure 1), that
vehicle will begin to travel the assigned location.  The time
during which the vehicle is travelling is referred to as the Travel
Time (TT) and in this scenario also represents the Neglect Time
(NT) of the vehicle, since the vehicle acts autonomously during
this period without requiring the operator’s attention [7]. After
some time, the vehicle will eventually arrive at the contact
location, denoted by event D. Similar to the time between A and
B, the vehicle must wait a finite period of time before the operator
begins to interact with the vehicle’s camera, denoted by event E.
Finally, after another service time, the operator finishes
identifying the contact (labeled event F) which may more may not
spawn additional endogenous events, depending upon the
scenario. If the final objective of the operator is to simply identify
unknown contacts, then the difference in time between event F
(when the final objective is met) and event A (when the contact
emerged) is known as the Objective Completion Time (OCT).
Since time is of the essence in many UV applications, the goal of
many UV system designers and decision makers it to minimize
the average OCT for a given scenario.

3.1.1 Multiple Event Handling

3.1.1.1 Wait Time due to Queuing
If an operator is busy interacting with a vehicle and another event
emerges that requires the operator’s attention, then that event must
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wait for the operator to become available. This additional time,
not represented in Figure 1, is known as the wait time due to
queuing (WTQ) since the event is considered to be in the queue
for the operator’s attention. Since vehicles tend to produce
endogenous events (such as requiring new waypoints when they
have reached the old ones), as the number of vehicles or
exogenous events in the system increases, the probability of an
event experiencing WTQ grows. Additionally, it has been shown
that operators may take longer to respond to events as they
emerge due to high workload and a loss of situational awareness
[4]. Thus, as more events require the operator’s attention, the
OCT will continue to grow until it reaches an unacceptable level,
at which point a team of multiple operators will likely be required.

3.1.1.2 Switching Strategy

If more than one event is in the operator’s queue, the operator
must select which event he will service next. There are several
strategies an operator can use, including first-in-first-out (FIFO),
highest-priority-first or even random selection. Switching strategy
affects the total time tasks spend waiting for service not only
because of the ordering of the tasks (queuing policy), but also
because of the time required for the mental model change of the
operator (switching cost) if the tasks are dissimilar [8]. It has
been demonstrated that for operators of multiple, unmanned
vehicles, the switching cost can be substantial [9].

3.2 Single Operator Discrete Event

Simulation Model

Solving traditional queuing models can yield results of interest to
the study of supervisory control such as the average time an event
will spend waiting in a queue and server (operator) utilization.
Although analytical solutions are possible for simple supervisory
control systems, often the assumptions required for closed-form
solutions, such as steady-state behavior and independent arrivals,
are not met. Discrete event simulations (DES) overcome many of
the limitations of analytical models by using computational
methods that do not require such strict assumptions [10] and
therefore allow a richer set of complex UV-operator systems to be
modeled.

A single human operator controlling heterogeneous unmanned
vehicles was successfully modeled using a Multi-UV Discrete
Event Simulation (MUV-DES) model [8]. A Multi-UV, Multi-
Operator Discrete Event Simulation (MUVMO-DES) model that
builds upon this work, but also considers multiple operators
combining their efforts, is the focus of this research. This new
model consists of exogenous and internal inputs, operator servers
and their interactions, and a task allocation mechanism that
disseminates events to the operators according to the team
structure and state of the system. The inputs to the model are both
exogenous, such as the arrival rate of new contacts, and also
internal, such as the length of time an operator spends interacting
with a vehicle. These inputs are also stochastic due to the large
amount of uncertainty in environmental conditions and human
behavior.

4. METHODS

4.1 Multi-UV, Multi-Operator Discrete Event

Simulation Model
Expanding the MUV-DES model to multiple operators required
several new considerations, in particular a model of team



communication, mutual task

allocation.

performance monitoring and

4.1.1 Modeling Communication

Geographically-disperse UV operators communicate through
voice, chat or a combination of both. Voice communication is
typically the fastest and allows operators the ability to control the
UVs while simultaneously communicating via a headset. Voice
communication is effective for small teams but can become
problematic as the number of operators becomes large, due to
multiple voice messages that occur simultaneously. Thus, voice
communications are typically serial in nature, meaning only one
operator can speak at a time. Chat messages allow operators to
send messages to each other asynchronously and in parallel. Due
to software’s ability to parse text and apply sorting filters in real-
time, chat communication often scales well with large teams.
Chat messages also tend to be clearer than voice communication,
in that they are not as susceptible to noisy communication
channels, background noise, volume or operator accents.
Furthermore, chat messages automatically create a real-time
transcript of the communication, something that is typically not
possible with voice. For the initial MUVMO-DES model,
communications are assumed to be chat for data gathering
purposes, but given the widespread use of chat by operational
command and control personnel, this assumption also carries
external validity. Modeling voice communications is left for
future work.

4.1.2 Mutual Performance Monitoring

In addition to explicit communications, operators may also
coordinate by mutual performance monitoring, recognized as one
of the core components of teamwork [11]. Through a user
interface, operators can typically view each other’s vehicles and
commands to gain situation awareness of what the team is doing.
For instance, instead of explicitly communicating, an operator
may take a quick look at the interface to see if any other
operator’s vehicles are already heading to a new contact before
assigning their own. However, because this form of coordination
is unilateral, teammates must make assumptions about the actions
and intentions of other teammates which may or may not be valid.

4.1.3 Modeling Coordination

Communication and mutual performance monitoring can be
represented by discrete endogenous events that the operators
generate. For instance, in Figure 2, instead of servicing an event
once it arrives (event A), an operator may choose to send a chat
message to other operators by first starting a chat message,
composing it for a finite period of time (labeled COORD) and
then sending it before starting to service the task (event C).
Similarly, an operator may perform a mutual performance
monitoring task that also takes a finite period of time. However,
if an operator is composing a chat message or monitoring the
performance of other operators, then the operator is considered to
be busy and as such, any event that is waiting for the operator’s
attention while he is communicating or monitoring will incur a
WTQ for that period of time. This additional WTQ represents a
quantitative measurement of the coordination cost (process 10ss)
associated with the team performance.

The timeline shown in Figure 2 is a simple example of
coordination but more complex coordination scenarios exist as
well. For simple tasks, a single communication message may be
all that is needed, such as claiming responsibility for a target that
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emerges. For more complex tasks, the communication may
involve a conversation that spawns several iterations of
communication messages. This initial model will only assume
single communication messages and as such, will only be able to
model simple coordination between the team members.
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Figure 2: Timeline of events with coordination.

4.1.3.1 Coordination Strategies

Similar to switching strategies, an operator will also have a
coordination strategy that dictates the type and timing of the
coordination he will perform when faced with a task that can be
serviced by more than one operator. One such strategy is to not
coordinate at all, but this would require the team to have
predefined roles and responsibilities (such as mechanistic teams)
or run a high risk of task allocation errors. A task allocation error
occurs when more than one operator or no operator attempts to
service a particular task.

If an operator choose to coordinate her actions, she typically must
choose the type of coordination first, i.e. whether or not to
communicate, monitor or both. In addition to the type of
coordination, the timing of the coordination is very important as
well. A common strategy would be to coordinate first and then
service the task. This type of coordination strategy is the least
likely to incur task allocation errors. This coordination strategy
was assumed for the initial MUVMO-DES model. However, other
coordination strategies exist. For instance, an operator could
service the task first and then send a courtesy message to other
operators. This strategy allows the operator to give the fastest
response to an event, but raises the possibility that another
operator will also begin servicing the task before the first operator
gets a chance to send the coordination message.

4.1.3.2 Team Structure and Task Allocation

Although the model was designed to be general and handle a
variety of team structures, mechanistic and organic teams
structures were chosen to be modeled initially since they represent
two polar opposites of the organizational spectrum [12]. A
mechanistic team is one where the operators have rigidly defined
roles and responsibilities. For instance, when all of the vehicles of
one type are assigned to one and only one operator, then that
operator is given the full responsibility for performing the tasks
that only that vehicle can do. If one of each vehicle type is
allocated to each operator instead, then that team structure would
be considered organic since any operator can perform any task
that arises, provided that he has an appropriate vehicle available.
Both team structures suffer from inefficiencies, or what Steiner
[13] refers to as a “process loss” which is the differential between
the performance of a team and the theoretical maximum achieved
if the efforts of the individuals were combined ideally. In
mechanistic teams, process loss occurs when task loads are
uneven and some operators are too busy while others are idle. In
organic teams, process loss occur when operators have to spend



time coordinating how they will share the common queue and/or
allocate the tasks amongst themselves in a sub-optimal manner.

Due to the clear task allocation roles, extending the MUV-DES
model for mechanistic teams involved having a separate queue
and server for each operator. Since each task was unique to an
operator, every event that arose was automatically assigned to the
appropriate operator.

For the organic team, a different task allocation mechanism was
needed. Since the model is merely an abstraction of the actual
scenario, the first attempt at an organic model randomly assigned
the tasks to the operators based on who was available at that
moment to service the event. If more than one operator was
available, the event was randomly assigned to one of the available
operators. If no operator was available, the event waited in a
common queue (incurring a WTQ cost) until an operator became
available. This form of modeling assumes that there will be no
task allocation errors, i.e. one and only one operator will service
or attempt to service any particular task. In real organic teams,
this will likely only happen if the teams coordinate their actions
through communication or mutual performance monitoring.

4.2 Data Gathering

The MUVMO-DES model utilizes stochastic processes to account
for the uncertainty within the system. Therefore, random values
are drawn for WTOD, service time, communication time,
monitoring time, travel times and travel time in the model. These
probability density functions (pdfs) need to be generated by
binning empirical data into histograms and fitting an appropriate
curve.

To generate the stochastic inputs necessary for model building
and to validate the model’s outputs against actual team
performance metrics, real data must be gathered. Since there are
no extant systems of teams of operators each controlling multiple
unmanned vehicles, there is no “real world” data to collect.
Hence, an experimental test-bed where teams of operators
controlled multiple UVs was specifically developed and
experimental trials were conducted to gather the data used for
model building and validation.

Figure 3: Main display of the ground control interface.

4.2.1 Experimental Test-Bed

The experimental test-bed consisted of a video game-like
simulation of unmanned vehicle control by a team of operators.
The simulation included three ground control stations, with one
subject assigned to each station.
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4.2.2 Ground Control Interface

Subjects interacted with the ground control stations via a
computer monitor display using standard keyboard and mouse
inputs. The main display of the ground control station featured
three sections — a large map, a chat panel and a system panel
(Figure 3). The map represented the geographical area that the
operators were responsible for, as well as all the vehicles under
their control and contacts that they needed to handle. Contacts and
vehicles were represented using MIL-STD-2525B icons [14] and
the operators assigned vehicles to contacts by clicking on the map
interface with the mouse. The operators were also able to
communicate with each other via instant messaging within the
chat interface window. Operators would type messages into the
chat, which would then appear on all the other operator’s chat
panels instantly. Chat messages were labeled with the operators
unique IDs, which corresponded to the labels for each operator’s
vehicle icons. In addition to the map and chat display, there was
also a system panel where the system would occasionally send
messages to a particular operator, such as a confirmation message
that the operator had assigned a particular vehicle to travel to a
particular location.

4.2.3 Tasks

Each mission scenario required a team of operators to “handle”
contacts that appear intermittently over the map. To do this, the
team of operators needed to perform both assignment and payload
tasks.

4.2.3.1 Assignment Tasks

Assignment tasks required the operators to send their vehicles to
the contacts on the map as they emerged. Once assigned, the UV
would start to travel to that particular contact location on the map
in a straight line and would continue until either the vehicle
reached its assigned destination or the operator re-assigned the
vehicle elsewhere. There were no obstacles on any of the maps
and no path-planning required.

Although assignments were done by individual operators, they
can be considered a “team task” since the operators had to
coordinate their assignments to ensure that one and only one
vehicle was assigned to each and every contact. Furthermore,
subjects were instructed that vehicles should be chosen in the
interest of minimizing travel times, i.e. typically the closest
available vehicle to the contact location.

4.2.3.2 Payload Task

Once a vehicle reached a contact, the operator performed a simple
task by interacting with the vehicle’s payload. This task was
unique to the vehicle and contact type, but involved either visual
identification (e.g., where is the red truck in the parking lot?) or a
simple hand-eye coordination task. Since all three vehicles were
aerial of some sort, all payload tasks involved a birds-eye view of
the terrain. An example of a hand-eye coordination task is shown
in Figure 4 where the operator must destroy a contact by centering
the crosshairs over a stationary target on the ground and pressing
the fire button three times. The difficulty in this task was that the
crosshairs are subject to jitter due to the motion of the UV. The
other hand-eye coordination task involved dropping aid packages
to victims on the ground. This task was similar to the destruction
task except that the crosshairs were steady but the projectiles were
slow-falling and susceptible to the wind. Thus, players had to
compensate for a light north-east wind, for instance, by aiming
packages slightly to the southwest of the target location and



pressing the drop button once. Payload tasks are considered an
“individual task” as they do not require any coordination or
assistance from any of the other operators.

Figure 4: Missile firing payload task.

4.2.3.3 Scenario Objectives

The objective of each scenario was to identify all unidentified
contacts and either rescue them (if friendly) or destroy them (if
hostile) as quickly as possible. There were three vehicle types,
one that handles each type of contact (unidentified, friendly,
hostile) exclusively. Although any UV of the appropriate type
could be assigned to a contact, only the first vehicle to start the
payload task could successfully complete it. When a contact first
appeared on the map, it was always of the unidentified type,
which required a scouting UV (Type A). Once the scouting UV
arrived, the operator performed a visual identification task which
transformed the contact from unidentified to either hostile or
friendly. If the contact was identified as being hostile, a tactical
UV (Type B) was sent by an operator to the contact location to
destroy it via the missile firing task. Similarly, if an unidentified
contact was identified as being friendly, a rescue UV (Type C)
was sent by an operator instead to drop aid packages to the
contacts’ location, thereby “rescuing” the contact. The time a
contact spent in the system, from the moment it arrived, until the
moment it was successfully handled, was the objective completion
time. Since a scenario consisted of multiple contacts, the Average
Objective Completion Time (AOCT) was the metric of interest,
where the average was simply the mean of all the OCTs for that
scenario.

4.2.3.3.1 Design of Experiments

A 2x2 repeated measures experiment was conducted where the
independent variables were team structure (mechanistic, organic)
and the inter-arrival time of unidentified contacts (constant,
erratic). Ten teams of three participants each completed all four
treatments. The order of trials was counter-balanced and randomly
assigned to the teams. An alpha value of 0.05 was used for
significance.
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4.2.4 Independent Variables

4.2.4.1 Inter-Arrival Times of Exogenous Events
Previous research has demonstrated that optimal UV operator
performance occurs when the operator has a utilization lower than
70% [15]. Thus, all scenarios were designed to have an operator
utilization of about 50%, meaning that operators spent
approximately 50% of their time, on average, performing
assignment or payload tasks. This was achieved in pilot studies
by fixing the payload tasks and manipulating the number of
exogenous events and their inter-arrival times until the average
operator utilization was about 50%.

The experimental trials had a total of 16 exogenous events
(unidentified contacts emerging). The time between successive
exogenous events (the inter-arrival time) was 30 seconds for the
constant treatment. For the erratic factor level, the inter-arrival
times were generated from a bimodal distribution where the
means of the modes were set at 75 seconds and 225 seconds from
the start of the trial, with a standard deviation of 15 seconds. In
both the constant and bimodal treatments, the first exogenous
event always appeared at time 0, thus only 15 events were drawn
from the bimodal distribution for the erratic condition. The inter-
arrival of exogenous events was varied between constant and
erratic to determine if team structure had an effect on how
operators performed under different task load distributions.

4.2.5 Participants

Participants were recruited via e-mail and paper advertisements
and through word-of-mouth. All of the participants were between
the ages of 18 and 35, with the mean age being 21.7. Some
participants had military, video game or previous UV experiment
experience. Due to scheduling concerns, some teams were
composed of individuals who knew each other while most teams
were composed of individuals who were randomly assigned. The
level of inter-personal relationships between team members
(stranger, casual acquaintance, friend, romantic, etc) was not
recorded.

4.25.1 Training

Prior to the experimental trials, the participants completed an
individual 20-minute PowerPoint® training session. Afterwards,
the participants completed two practice scenarios (one
mechanistic and one organic) as teams, each one taking about 10
minutes to complete. Thus, the total training time was
approximately 40 minutes.

5. RESULTS

The order of the trials was checked to determine if a learning
factor occurred across the four team sessions. Given that the
training time was minimal, and previous research has shown that
four or more training sessions is needed for teams to achieve
stable performance [16], testing order was of concern, and showed
a significant effect (F(3, 24) = 4.12, p=.02). Most teams did worse
on the first trial, regardless of the treatment, than on subsequent
trials (Figure 5). Thus, the final statistical model included a two
factor, repeated measures ANOVA with blocking on the trial
order.

Team structure was significant (F(1, 24) = 1.484, p < 0.01), with
mechanistic teams performing better than organic teams overall,
although there was no significant difference when the inter-arrival
rate was erratic. Mechanistic teams performed worse when the
inter-arrival rate was erratic as opposed to constant (t(15.8) =



2.47, p = 0.03). However the inter-arrival rate had no significant
effect on the organic teams. The inter-arrival rate by itself was
not significant, but the interaction of the independent variables
was (F(1, 24) = 10.47, p = 0.04).

. 250

5 200

5’3‘ 150 +— 3

v 2

£3 100 —— r

= .3

= -

88 50— -

L:F)

=13

o 0 . . .

5

= 1 2 3 4
Trial

Figure 5: Effect of AOCT vs trial order.

5.1 Model Results

The model was run 1000 times for each treatment condition. For
the organic team, the model predictions were within the 95%
confidence interval of the empirical results for all four treatments
(Figure 6). Since the mechanistic teams did not have to coordinate
their actions due to their rigid role structure, they were initially
modeled without any communication or monitoring behavior. In
the erratic inter-arrival condition, the model predictions for the
mechanistic team was within the 95% confidence interval,
however for the constant inter-arrival condition, the model’s
predictions were low (Figure 6).
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Figure 6: Initial empirical results.

Upon further investigation of the experimental transcripts, the
mechanistic team did communicate and monitor each other’s
actions, even though it was not necessary. Thus, a coordination
strategy similar to that used by the organic team was implemented
in the mechanistic model and new outputs were generated. Not
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surprisingly, the additional cost associated with coordination
increased the OCT of the mechanistic team. Thus, with the
coordination strategy implemented in both teams, the model
predictions were within the 95% confidence interval for all four
treatment conditions (Figure 7).
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Figure 7: Revised empirical results.

6. DISCUSSION

It was not surprising that the mechanistic teams performed worse
under erratic inter-arrival times than they did when the inter-
arrival times were constant, since the erratic inter-arrival times
caused events to arrive in batches, thereby increasing the queues.
However, it was interesting that there was no significant
difference in the performance of the organic team under the
different inter-arrival rates of exogenous events. This suggests
that even though events arrived in clusters during the erratic inter-
arrival treatment, the organic team was able to handle the
workload spike without increasing the AOCT. This suggests that
the organic team is more robust to environmental uncertainty than
mechanistic teams due to their flexible structure and the ability to
spread tasks across the team.

It was predicted that mechanistic teams would perform better than
organic teams, which they did, but not necessarily for the same
reasons. Originally, mechanistic teams were thought to have an
advantage over organic teams because they did not incur
coordination costs. As shown in the results, mechanistic teams do
incur coordination costs and without taking these costs into
consideration, the performance predictions are too low in the
constant inter-arrival case. This is interesting because the
communications are theoretically unnecessary. However, this
highlights the importance of understanding the intrinsic need for
communication between team members, even if it is not
necessary. Future work should look at how to mitigate such
communication overhead.

So, if mechanistic teams are also incurring coordination costs,
how are they still managing to perform better overall than organic
teams? The answer to this question perhaps lies in the fact that
the empirical data used to generated the pdfs for the different
sources (e.g. travel times, WTOD, service times) was separated
into the four different treatment conditions. Although there was no
statistically significant difference between the values and the



differences could be attributed to sampling error, there were small
differences in nearly every input condition. Since the OCT is the
sum of all of these individual times, then these differences (or
errors) combine into a statistically significant result.

Other factors may play a role as well, such as the switching
strategy of the operators. The switching strategy assumed for all
of the operators was FIFO, although in many cases, operators did
not adhere to this strategy. Thus, future analysis should determine
the actual switching strategies observed in the experimental trials
and implement those instead.

Another issue is that statistical significance for data such as
WTOD was difficult to obtain due to a number of factors. First,
the sample size of the experiment was small (n = 10) but this is
not unusual for team studies since it takes multiple participants to
form a single experimental unit. Increasing the sample size should
reduce the standard error of the experimental results.
Additionally, previous research has shown that UAV teams do not
reach asymptotic performance levels until after they have
completed around four sessions together [16]. Although this is
likely to be highly contingent upon a number of factors such as
the difficulty of the task, the inter-operability required for success
and the length of the sessions, it does seem to be consistent with
our results. Thus, to further reduce variability in the experimental
results, additional practice sessions should be added. Finally, the
experiment was not controlled for the skill level or the
relationships of the individuals. Factors such as age, video game
experience and military background could have had an effect on
individual performance. If a reduction in the variability of the
team’s performance is desired, then future experiments could
select for and block on particular individual traits. However,
teams of futuristic UV operators may be just as diverse as the
sample population, particularly if they are composed of
individuals from different agencies or even nations operating via
an interoperability standards [17]. These operators may have
different levels of training, skills and attitudes which may result in
significantly different levels of individual performance. Thus, it
is not necessarily a flaw in the experimental design to have
diversity in regards to the individual traits, as it can be argued that
such diversity will be likely in future UV systems.

7. FUTURE WORK

The model in this paper has successfully replicated the results of
experimental trials, but it has not been used to predict the
performance of teams in hypothetical situations. Future work will
look at developing the model to predict the performance of teams
in new scenarios and then verify those results empirically. One
such scenario could be if the teams had an additional member or
decision support tool that aided in task allocation. While the
mechanistic teams performed better than organic teams overall,
the fact that the mechanistic teams were more sensitive to
variations in the environment suggests that this team architecture
may not be ideal for volatile environments such as those found in
command and control settings. If an organic team had the benefit
of a leader or decision support tool, then its coordination costs
might drop significantly, whereas a leader or decision support tool
would likely have little or no effect on a mechanistic team. Thus,
the team model could be updated to see just how much of a
performance difference one could expect by having a leader or
decision support tool in both team structures.
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ABSTRACT

While machine learning algorithms have been successfully
applied to a myriad of task configurations for parameter
optimization, without the benefit of a virtual representation to
permit offline training, the learning process can be costly in terms
of time being spent and components being worn or broken.
Parameter spaces for which the model is not known or are too
complex to simulate stand to benefit from the generation of model
approximations to reduce the evaluation overhead. In this paper,
we describe a computational learning approach for dynamically
generating internal models for Genetic Algorithms (GA)
performance optimization. Through the process of exploring the
parameter gene pool, a stochastic search method can effectively
build a virtual model of the task space and improve the
performance of the learning process. Experiments demonstrate
that, in the presence of noise, neural network abstractions of the
mappings of sequence parameters to their resulting performances
can effectively enhance the performance of stochastic parameter
optimization techniques. And results are presented that illustrate
the benefits of internal model building as it pertains to simulated
experiments of complex problems and to physical trials in robot
assembly utilizing an industrial robotic arm to put together an
aluminum puzzle.

Keywords: Genetic algorithms, parameter optimization, model
building, robotic assembly

1. INTRODUCTION

Conceptualizing the transformation from knowing what needs to
be accomplished in an optimizeable task to knowing how to
actually go about accomplishing said undertaking is an expensive
and time-consuming process. These costs are further
compounded when the tasks being optimized are susceptible to
complex, external influences such as the gross uncertainty of
physical systems caused by friction, pressure and temperature.
These tasks become problematic because the limitations of virtual
models fail to fully capture the complexity of the operational
environments and conditions, and thus necessitate the utilization
of physical trials for learning.

In previous work at Case Western Reserve University [5] it was
demonstrated that Genetic Algorithms can effectively and safely
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perform rigid-body assembly optimizations by using physical
robot systems for parameter evaluation. Using a simple metric of
success based on assembly trial speed and contact force, the
system was capable of learning how to perform a variety of
assemblies quickly and within the bounds of defined safety
parameters. Though this implementation was highly successful, it
was noted that, by the very nature of the learning method used,
the process of optimization was often wasteful. Specifically,
parameter sequences that were incapable of even completing the
assemblies still had to be tested and allowed to time out before
ultimately being discarded.

Numerous attempts to minimize this waste have been attempted,
though their methods focus on experimenting with the learning
rates [2], population sizes, mutation and crossover rates, child
succession rates [4], and competition metrics [9]. In this paper, an
augmentation to Genetic Algorithms implementations is described
that utilizes the system’s experiences in performing an
optimizeable function to generate an internal model of the task
space.

2. DEVELOPMENT OF INTERNAL MODELS
Genetic Algorithms, stochastic methods of parameter space
exploration, follow the biological model of random gene
mutations and Darwinian survival to evolve competitive gene
vectors of parameters for optimization. While certain
implementations may preserve information regarding the
evolutionary genetic lineage, the competitive nature of the system
does not maintain any history of the gene strains that are deemed
unsuitable for survival. As a result, massive amounts of useful
knowledge generated by the random search are discarded without
actually benefiting the system. Many biological organisms
maintain a memory of previous experiences—both positive and
negative—and effectively learn from them by altering their future
behaviors based on the results from the past. When applied to
Genetic Algorithms, these memories could provide a basis for
predicting the survivability of the progeny gene sequences, and
may actually preempt the necessity of actually running trials
doomed to fail.

Within the context of Genetic Algorithms, models are defined as
functional mappings from the gene sequence parameters to their
respective resulting performances. Explicitly, for the query
parameter vector g, executing the gene sequence through the
evaluation function f (such as physically performing an assembly
task) produces a resulting performance . By developing an
enhanced filter function % to approximate the mapping of the full
genetic parameter pool G to its respective output mapping R such
that #(G)—>R’ = f{G)—>R, where R’ is an approximation of R, one
should be able to effectively accelerate the convergence on an
optimal solution by evaluating only those parameter sequences



that are predicted to surpass the performance of their originating
parents.

Assuming that the model is an effective predictive filter and that
each trial run by the GA has a constant evaluation cost ¢, by
evaluating only the K projected best-performing parameter
sequences of the N total child genes produced by the Genetic
Algorithms driver program per generation, one can expect an
average convergence performance enhancement cost of cK/N. Of
course, in the trivial case where 4 = f'(i.e. there is a perfect model
that precisely maps all possible g to their respective r), K
effectively becomes 0 since one can effectively eliminate the need
to actually run the gene sequences since they can manifest and be
evaluated in silico because the outcome is already known with
certainty.

One of the chief underlying inspirations for this research was the
desire to maintain a safe working environment. Manual tuning of
assembly parameters is frequently employed, often using the
manipulator, itself, as an input device for -characterizing
parameters and their subsequent performances. While methods
such as Design of Experiments [3] have been developed, their
implementations require the optimization experts and robot
programmers. In an effort to minimize the expertise cost
associated with these tuning methods, however, automated tools
for the same processes are actively being developed [10].

For robot automation it is preferable to perform as much of the
parameter optimization as possible offline due to the inherent risk
of damaging the robots and their operational environments given
suboptimal or dangerous inputs. For example, a similar approach
was used in [6], which utilized existing simulators for
reinforcement learning of helicopter flight prior to code
deployment on the robot. Customizable simulators such as those
used by [8] for clutch assembly modeling, and [7] for mobile
robotics benchmarking and analysis, utilize real-world data to
construct more realistic representations of the robots and their
environments. These solutions, however, are useful only when all
of the specified environmental constraints are known. In
unknown conditions, [1] developed topological maps for peg-in-
hole localization strategies. However, this approach required that
the exploration be exhaustive, and that it occur entirely before the
localization could begin. What we hope to gain from this work is
inline knowledge acquisition and representation for optimization
acceleration purposes.

To this end an inline helper function is proposed to selectively
prune the child gene pool prior to being executed. This function
would take the N children produced by the Genetic Algorithms
software and rank-order them according to their predicted
performances. The GA implementation would then select the top
K projected child gene sequences for trial evaluation, and
afterward report to the helper function the results of running those
genes such that the helper might then adjust its mapping of the
world to further improve the model’s predictive abilities.

Because an analytical model is not always readily available, what
were tested in this study are two simple numerical approximations
of the data parameter-to-performance mapping trends. The first
was a standard gradient descent approach to a least-squared linear
fitting of the data. With this, we attempted to fit a high-
dimensional plane to the surface plot of the observed system
outputs for the known parameter sequences. Given an M-
dimensional gene sequence, g;, and a set S < G of previously-
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executed gene sequences, selected from S are the M+1 closest
(based on Euclidean distance) distinct sequences to g in the
parameter space to form the (M+1)xM matrix X, illustrated as
follows:

81,1 81,m n

X = sy =

Em+11 Em+m YEs|

Taken from the set of known outputs ¥ < R paired with their
respective inputs S are the M+1 resulting performances y (see
above). From the M+1 sampled sequences, a linear hyperplane is
generated that best approximates the slope of the data trends.
This hyperplane is equivalent to the estimated tangent of the
model surface, and can thus be described by the normal vector
definition given in Equation 1. In particular, the hyperplane
solution is identified as the best-guess vector, b, that most
accurately explains the observed model such that it minimizes the
position and orientation error, &. The value of b can be computed
such that y = Xb+¢ by Equation 2.

(x7x)b=xTy 1)
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The second approach employed yet another layer of abstraction
by means of a standard feed-forward neural network trained via
back propagation in order to generate a best-estimated fit to the
explored parameter space. The neural network utilized followed a
standard three-layer model (see Figure 1) that consisted of an
input layer, /, composed of M nodes, an arbitrary number of
“hidden” layer nodes, J, and an output layer, K, consisting of one
or more nodes. Here, nodes are defined as equations that take as
arguments a single scalar input, u, composed of the summed,
weighted outputs from the layer before it, and produce a scalar
output, o = #(u), where ¢ is a defined nonlinear “activation
function.” The links connecting nodes in Figure 1 are the
weighted “synapses” that scale the output of the presynaptic node
before feeding it into the postsynaptic node.

!
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Figure 1: A standard three-layer neural network topology
consisting of input-, hidden- and output-layer neurons

The full set S is used to train the network using the associated set
of known outputs, Y, to compute the resulting error values, which
are then utilized in adjusting the weights of the links connecting
adjacent layers of hyperbolic tangent activation function nodes.
The sensitivity factor (or how much effect a change in the current
value will have in the total network error) for every synapse, w, is
computed for each training sequence, p, and the weights are



adjusted accordingly. For the synapses linking the hidden and
output layer neurons (wy;) the sensitivity factor is computed using
Equation 3, while the sensitivity factor for the synapses linking
the input layer neurons and hidden layer neurons (w;;) are
computed using Equation 4. Training the network adjusts the
resulting outputs for a given input parameter sequence, and
approximates the surface of the mapping from parameters to
solutions.
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In the above equations, the sensitivity factors are dependent on
the errors between the known performance outputs, y,, and the
outputs projected by the neural network, o,. The function ¢’ is
computed as the first-order derivative of the activation function t
discussed previously. For experimentation, this function was
defined as the hyperbolic tangent, #(x) = 1.7159tanh(2u/3).

3. RESULTS: SIMULATED HARD PROBLEMS
Given the time constraints of training massive instances of
assemblies, and the inherent uncertainties of the existence of a
global optimum of physical configurations, initial trials consisted
of a reconfigurable simulator of nonlinear problems. Preliminary
experiments with mathematical simulators illustrated that simple
problems with low-dimensional parameter spaces were too
quickly solved by the GA, and that the dichotomy between
assisted and unassisted implementations was difficult to
distinguish visually. Because of this, it was decided to implement
the simulation as a scalable M-dimensional Gaussian that
computes a scalar output score, 7;, as defined by Equation 5.
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The value 4 is an arbitrary scaling constant to determine the
maximum value of the Gaussian. For this research, it is assumed
to be 1.0 in order to reduce the number of variables. The origin,
u, was centered at {m, mw, m, ..., 1} and was configured for a
variance o; = i (specifically, o = {1, 2, 3, ..., M}). The individual
gene sequence clements g; were all initialized to 0.5 for all
simulator trials, but could be mutated by the GA to be any real
value in the range [-o0, o]. The addition of a noise parameter, f,
allowed for the inclusion of varying levels of static or dynamic
noise upon each trial evaluation if such noise is desired.

This model was chosen because it is demonstrably learnable, has
a known global optimum, is sufficiently difficult in high
dimensions, is repeatable and testable, and is easily augmented
given the added noise value . In the trials run with noise present
within the simulator, f was assigned a random value with
Gaussian distribution and variance 0.03.  This value was
dynamically generated upon each query to the simulator, such that
for N different queries given a parameter sequence, g, N different
random values would be assigned to f. Even in the presence of
the random noise, however, the shape of the Gaussian was still
clearly visible. Though, given the noisy nature of the problem,
the surface became jagged and rife with local optima (as is seen in
Figure 2).
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Figure 2: Low-dimension simulator surface plots in both noiseless
(left) and noisy (right) operating environments

Because initial tests began with a known application model, there
existed the benefit of also being able to demonstrate what
advantage having omniscience would grant a Genetic Algorithms
implementation for parameter optimization. By using the
simulator itself as a predictor of its own outcome, a perfect model
was gained which could thus establish a baseline for the best
possible expected convergence on a solution with an assisted GA.
Naturally, because perfect model of the problem domain existed,
the number of performance queries to the simulator essentially
dropped to zero due to the reasons discussed in the previous
section. However, for the sake of argument, it was assumed the
Genetic Algorithms driver program was unaware that the filter
function was perfect, and thus it treated the function as it would
any other assistant method.

Similarly, because perfect knowledge of the system existed, an
analytical approach toward gradient descent for comparative
purposes was provided. Using an analytical approximation of the
slope of the known model system, performances considerably
better than those of an unassisted GA could be expected. The
results, however, would not be quite as effective as the perfect
model. For the simulator problem, the analytical approximation
consisted of an instantaneous tangent plane that passed through
the best-performing child of the previous generation’s stochastic
search. This plane was defined by the solution of the gradient at
the origin point ¢ computed by the function described in
Equation 6 (which can then effectively be reduced to Equation 7).
For example, if the M-dimensional gene g; performed such that 7,
>1; Vj € N in the previous time step, the analytical tangent model

would be that which passed through g = g;.
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Associated with each M-element gene vector, g, is an equitable
M-element mutation vector, 4, that specifies the possible variance
of random perturbation around the current set value. Upon each
successive generation of training, the mutation variances for
generation #+1 are multiplicatively reduced by constant, bimodal
“learning rates” according to Equation 8. These learning rates are
applied based on either gene succession (i.e. a child gene is
selected as the next generation’s parent), ", or genetic failure (no
child performs better than the parent gene), . These learning
rates can either broaden the variance to allow for larger search



spaces, or can narrow the variance to hone in on some optimum
configuration. Gene elements that have an associated mutation
variance of 0 are considered “locked,” and can not be modified
further.

h(t+D)=h®n (8)

For the simulator trials we set M = 15. The Genetic Algorithms
implementation was executed with a single clan for over 30
iterations of learning with 10 children in the clan, for over 300
trial inquiries to the simulator interface. The assisted GA was
allowed to generate 1,000 child gene sequences for the single
clan, which were then rank-ordered by the filter methods and the
10 children with the best projected scores were selected for trials.
The neural network topology consisted of three layers of
hyperbolic tangent activation function nodes: an initial layer of
15 input nodes, a hidden layer of 20 nodes, and an output layer
consisting of a single node.

Simulation Results: Noiseless Learning
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Figure 3: Results of internal modeling enhancement for a high-
dimensional simulated Gaussian problem.

The subsequent expected performances of the five optimization
techniques (unassisted Genetic Algorithms, perfect model,
analytical tangent, numerical tangent, and neural network surface
abstraction)—as computed by the averaged results over numerous
trials—for the noiseless simulator model are illustrated in
Figure 3. Each method is demonstrably monotonically decreasing
toward the convergence of some optimal solution. In this
instance, the optimum was defined as the apex of the Gaussian
curve. Performance improvements are marked by a movement
toward convergence (specifically, a smaller value of the error J,
which is defined here as the distance from the known maximum
value of 1.0) in the fewest number of inquiries to the simulator as
possible.

The unassisted Genetic Algorithms implementation faired the
worst of all five, while the perfect knowledge model moved
toward convergence of the optimal solution the fastest as
anticipated. The analytical tangent closely followed the rate of
convergence of the perfect model initially, but diverged as it
approached the optimal solution and slowed to a rate comparable
with that of the GA search. This divergence is likely due to the
tangent plane projecting beyond the optimal value, and thus the
stochastic search took precedence as the internal model bounced
back and forth over the zenith of the Gaussian curve. Both the
numerical tangent and the neural network approximations faired
considerably better than the unassisted Genetic Algorithms
method, but came shy of the performance improvements granted
by omniscience.
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When noise was added to the simulator, however, the possibility
of this omniscience from the GA’s perspective was effectively
lost. Because of this, the analytical model was thus omitted from
this line of testing. The perfect model results from the noiseless
experiment, however, are included in the test results as a basis for
comparison. Each query to the simulator was performed 10 times,
and the resulting noisy outputs of those queries were then
averaged to produce an expected result for a given parameter
sequence for a single trial. These results were thus used by the
Genetic Algorithms program to select which gene sequences
would be chosen for parental succession on the subsequent
generation of training.

It should be noted, however, that the added noise £ distinguishes
what the Genetic Algorithms implementation observes and what
are the actual outputs for a given set of parameter sequences. The
values reported in Figure 4 are based on the performances of the
observed best-performing gene sequences per generation as they
would actually fare with the noise removed from the equation.

Simulation Results: Noisy Learning
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Figure 4: Results of internal modeling enhancement for a high-
dimensional simulated Gaussian problem in the presence of noise

Running the simulator with noisy reported outputs demonstrated
that the numerical tangent hyperplane performed no better than
the unassisted Genetic Algorithms implementation for
convergence improvements. One could legitimately argue that
the performance of the numerical tangent actually had the
potential for being inferior, because one might naturally expect
that a stochastic search being run with bad additional information
(such as that produced by line-fitting with erroneous data) would
likely be worse off than one running with no extra information at
all. The neural network approach, however, provided enough
data abstraction to perform better than both the unassisted GA and
the numerical tangent approximation.

When we increased the range of the noise value £ such that the
surface of the Gaussian curve became almost indistinguishable
(see Figure 5), the dichotomy in performance became even more
pronounced. By making the random noise uniformly distributed
in the range of [-0.5, 0.5], the surface plot resembles a field of
needles more than it does a gently-sloping hill. To the human
eye, the curvature of the Gaussian is still barely visible, but to the
stochastic search it is little more than a sea of noise. This is made
evident by the noticeably worse performance of the unassisted
Genetic Algorithms implementation. A similar performance of
the gradient descent approach with the numerical tangent
approximation is observed, as the resulting fitness was only
marginally better, as is illustrated in Figure 6. The neural
network model, while being far from converging on the optimum



solution of the Gaussian, managed to guide the GA to a solution
that was far superior to that which the Genetic Algorithms
program would have found on its own. Without some additional
insight into the nature of the model, it is possible that the results
achieved by the neural network may even be the best possible
practicable by a stochastic search method.

Figure 5: Comparison of the low-dimensional simulator surface
plots in the presence of varying degrees of noise

Simulation Results: Noisy Learning
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Figure 6: Results of internal modeling enhancement for a high-
dimensional simulated Gaussian in the presence of massive noise

From these initial simulated trials, we can infer three things.
First, that the presence of an internal model—whether developed
analytically or by means of exploration of the search space—has
the potential of greatly improving the performance of a stochastic
search in its search for an optimal solution. Second, that in the
presence of output noise, gradient descent approaches for
traversing the parameter space may not perform any better than
random walks. More intelligent models than simple hill-climbing
are clearly needed. And third, in the early stages of training, the
GAs with internal models typically see faster rates of performance
improvement than those without internal models.

4. RESULTS: PHYSICAL ASSEMBLIES

While informative, the results of simulations run in Section 3 do
not provide sufficiently definitive empirical proof that the internal
modeling methods proposed are effective for the acceleration of
convergence for stochastic searches. For the virtual problem,
there was a known parameter sequence that resulted in a global
optimum solution reachable by a simple hill-climbing algorithm.
How does the system fare in an environment where the
cumulative uncertainties rule out such an ascent, and where there
may exist numerous global optima? To this end, a physical
assembly trial was configured and implemented to test the
proposed internal model generation.

For the assembly configuration, an aluminum pentagonal puzzle
(see Figure 7) was set up to be put together using an ABB IRB-
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140 industrial robotic arm outfitted with an ATI GAMMA
force/torque sensor for force feedback in order to facilitate
compliant motion control. The puzzle consisted of two stages of
assembly: a peg-in-hole search that locked the circular lip of
puzzle piece in the inner circumference of the pentagonal hole,
and a rotational search that aligned profile of the puzzle piece
with the pentagon orientation such that it could be fully inserted.
Each search was represented by a parameterized numeric vector
of arguments that were generated and mutated by a host
computer, and communicated to the ABB IRCS5 robot controller
using a 4ms fast Ethernet connection for interpretation and
execution. Each vector was of fixed length, and the distinct

searches are concatenated to form a single input vector to the
internal model for training. The GA configuration is identical to
the one introduced in previous work [5], with the exception of the
addition of the internal model filter method.

\. % o .
Figure 7: Aluminum pentagonal puzzle insert (vight) to be
assembled by the ABB IRB-140 open-chain manipulator (lefi).

The gene sequence fitness score for the physical assembly
problem, Equation 9, was a function of the resulting assembly
times, 7, and incidental forces, F, encountered while performing
the assembly task. Here the value of T is equal to the amount of
time passed before either the assembly has been completed or the
assembly attempt timed out, and F is equal to the average value of
the maximum force recorded on the X, Y or Z axes of the torque
sensor. Both time and force were bound by pre-defined
maximum values (7. and Fi,, respectively), and if the task
exceeded either value the assembly process would be immediately
aborted and the trial given a score of 0. Given that different
assemblies may have different requirements regarding time and
force, the scaling factor, 0 < a < 1, was used to shift the weight of
the score accordingly with regard to where the process importance
was focused.

r:f(g)=max£a(—Tm;f_TJ'F(I—CZ)[—FI";_F} 0} )

The assembly process for the pentagonal puzzle consisted of three
phases of distinct search strategies. Each search strategy was
defined by a vector gene consisting of 20 floating point numbers
that identified the search strategy, the termination conditions, and
the search parameters. For searches that required fewer than 20
numerical values to be fully defined, all unused vector elements
were set to 0 in order to maintain a unit gene length.

The first phase was essentially little more than a localization
offset that sought to minimize both 1) the search time necessary to
engage the circular insert caused by position uncertainty, and 2)
the profile orientation caused by rotational uncertainty. In short,
the first phase was little more than lateral offsets and a rotation



around the tool’s Z axis to move the robot to what it believed was
an optimal initial configuration for assembly. The second phase
performed a spiral search to perform a peg-in-hole assembly of
the circular insert. Parameters to be optimized included the spiral
radius, search speed, and number of turns per spiral. And the
third phase was a rotational search to engage the pentagonal
profile of the puzzle piece. Optimizeable parameters for the
rotational search included the rotational arc size, search speed,
hopping frequency, and hopping amplitude. = The hopping
parameters controlled an oscillating vertical force profile and
were included to minimize the likelihood of the edges of metal
components seizing while being assembled. While the puzzle
assembly had sub-millimeter tolerances, no great amount of force
was necessary to join the insert and the puzzle housing. Because
of this, the applied downward force for the assembly task was
fixed at 5 N. Initial trials of the unassisted GA with the puzzle
assembly demonstrated that the encountered forces never
approached the 80 N value of F,,.. It was thus decided to set
value of a in Equation 8 to 1.0, effectively eliminating the force
term and restructuring the fitness function to take into account
only the assembly time.

As mentioned previously, training for the Genetic Algorithms
implementation for the puzzle assembly task was divided into two
unique search stages: the spiral search, and the rotational search.
The piece components being aligned for assembly are bolded in
solid red in Figure 8 for each of the two searches. Stage 1
consisted of learning the optimal position offsets for the first stage
of insertion, and then optimizing the spiral search for the circular
insert (Figure 8-A). Phase 2 locked the values from the first
phase in place, and optimized the orientation offset and rotational
search parameters (Figure 8-B). For the assembly trials, Phase 1
training was performed without the assistant filter function and
was evolved for twenty-five generations independently before
being parametrically fixed. The internal model method was then
applied to the second phase of training for performance gauging.
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Figure 8: Pentagonal assembly representations of the peg-in-hole
lateral search of the circular component insertion (4), and the Z-
axis rotational piece profile meshing (B)

Given the results of the simulator with noise and the sub-par
performance of the numerical tangent approximation, only the
neural network filter method was used in physical testing as an
assistive model. The neural network topology from Section 3 was
augmented to accept the increased number of search parameters
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of all three stages, with the number of input-layer neurons being
increased to 60. The numbers of hidden-layer and output-layer
nodes were maintained at 20 and 1 respectively, however, with
the single output representing the time for assembly completion.

The first three generations of parameter optimization were
evaluated without the assistive model. The resulting inputs and
outputs were used to train the neural network model offline. The
assisted and unassisted Genetic Algorithms implementations were
then started at the same point given the best-performing
parameters after the third generation. The assisted GA model was
again allowed to generate 1,000 children, but only the top 10
projected performers were actually evaluated. The results of
adding an assistive function to the second sequence are discussed
presently.

Physical Results
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Figure 9: Sample results of internal modeling enhancement for a
multidimensional physical assembly.

For each trial, the robot began searching for the assembly attempt
at the same location and orientation in space. Plotted in Figure 9
are the results of running the Genetic Algorithms implementations
with and without the assistive method. The solid blue lines
represent the numerous test results of unassisted stochastic
learning, while the dashed red lines show the results of stochastic
learning with selective pruning of the genetic parameter pool.
With only a few exceptions, the trials had quickly converged to
some optimum performance around which subsequent trials
oscillated. While the two fared quite well, the assisted model
performed, on average, slightly better than the unassisted
stochastic search.  These results are reminiscent of those
comparing the unassisted and assisted GA implementations of the
high-dimensional simulated problem in the presence of noise
discussed in Section 3.

As an additional test, random noise was introduced to the system
in the form of random robot configurations. To simulate
positional and rotational uncertainty, random perturbations were
added to the robot’s initial pose for each trial. Positional noise
consisted of uniformly-distributed lateral offsets in the range of
[-2.0 mm, 2.0 mm] for both the X and Y axes, and rotational noise
took the form of a random rotation in the range of [-5.0°, 5.0°]
along the Z axis. The results for these tests are illustrated in
Figure 10.

The performance of the physical testing was comparable to the
simulator results with massive added noise, which lends credence
to the simulator model for performance testing. With assistance,
the training performed better than when it was unassisted, with
each training sequence performing better than or equal to the



average performance of the unassisted model. Based on the
simulated results, the expected performance of the unassisted
Genetic Algorithms implementation was projected to improve at a
slower rate than it would with assistance. Indeed, as was
observed the assisted model’s rate of improvement increased as
the stochastic search explored more of the parameter space.

Physical Results
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Figure 10: Sample results of internal modeling enhancement for a
multidimensional physical assembly.

5. CONCLUSIONS

Discovering an optimal set of parameters for any given task is
often a long, slow process that frequently requires repeated testing
and adjustment. The research presented in this paper
demonstrates that a stochastic approach for parameter
optimization can be accelerated by means of internal model
building. As the search explores the parameter space, an internal
modeling method can extrapolate useful information about its
operational environment, and essentially learn from the successes
and failures of the system to aid in the guidance of parameter
testing and effectively accelerate the rate of optimization.

The results have demonstrated that, even in noisy performance
environments, intelligent systems have the ability to successfully
extrapolate useful information and effectively improve the rate of
improvement. The fact that both virtual and physical applications
both benefit from the utilization of internal modeling has

considerable implications for the automation of robotic
optimization tasks. ~ While these results are still largely
preliminary, the potential of internal model generation

implementations is clear. Further research into knowledge
extraction and intelligent mutation, however, would seem to be
warranted. For example, neural networks are only as effective as
their input pattern distributions and architectural constructions.
Clustering of randomly-generated input parameter sequences may
adversely skew the surface model of certain applications away
from a global representation and move toward a localized
snapshot of the sampled regions with the greatest density, while
other application solutions may be independent of such sample
densities. In future work, will investigate the nature of automated
problems and their parameter spaces that benefit the most from
internal modeling.
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Development of Top-Down Analysis of Distributed
Assembly Tasks

Anthony Cowley
GRASP Laboratory
University of Pennsylvania
acowley@seas.upenn.edu

ABSTRACT

Distributed assembly tasks, in which large numbers of agents
collaborate to produce composite objects out of component
parts, require careful algorithm design to ensure behavior
that scales well with the numbers of agents and parts. Yet al-
gorithm evaluation, through which design is guided, is com-
plicated by the combinatorial nature of system states over
the course of execution. This leads to a situation in which
the algorithm design space is often severely cramped by the
inefficiency of available analysis techniques. We review sev-
eral available analysis strategies, and present two techniques
for designing distributed algorithms that lend themselves to
continuous differential analysis while avoiding catastrophic
deviation between discrete and continuous system models.
This methodology aims to allow optimization at the macro
continuous level to inform parameter choice for discrete, real
world systems.

Categories and Subject Descriptors

1.2.11 [Distributed Artificial Intelligence]: Multiagent
systems

INTRODUCTION

In this work, we describe a flexible manufacturing sys-
tem based on a robot swarm tasked with assembling com-
posite products from distinct parts. The objective is to de-
velop “top-down” design techniques for decentralized control
policies that are invariant to changes in team size and part
quantities while satisfying workspace and task constraints.
To this end, we consider a distributed assembly task where
heterogeneous parts are randomly placed within the envi-
ronment. Assembly is achieved by tasking robots to wander
the workspace, picking up parts as they encounter them, and
assembling composite objects when they encounter other
robots with complementary parts. The dynamics of the as-
sembly task may be modeled as a chemical reaction network
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since robot-part and robot-robot interactions can be treated
as chemical reactions between different molecules.

Our proposed approach is close in spirit to several previ-
ous works in which system dynamics are modeled as chemi-
cal reaction networks. Hosokawa et al. used such a model to
predict the yield of full assemblies from a collection of verti-
cally stirred modules [3]. Klavins et al. achieved distributed
self-assembly from component parts through random colli-
sions of parts that bind and detach from each other based
on pre-programmed probabilistic rules [7]. Here, the chem-
ical reaction based model was used to maximize assembly
yield by optimizing the spontaneous detachment probabil-
ities of the various components at equilibrium. However,
the proposed optimization strategy required the enumera-
tion of all reachable system configurations, which does not
scale well with the number of parts. Similarly, Matthey
et al. developed stochastic control policies from chemical
reaction-based models that enabled a robot swarm to as-
semble distinct products from a collection of heterogeneous
parts [10]. The control policies obtained here provided the-
oretical guarantees on overall system performance. The use
of mobile robots to manipulate and assemble passive parts
decentrally is similar to other work [11] where the objective
was to derive a rule set to enable the construction of an
entire structure out of simple building blocks.

Similar to earlier works by Hsieh et al. [4] and Matthey et
al. [10], we propose to develop a “top-down” design method-
ology for generating stochastic agent-level control policies for
a robot swarm based on the mathematical framework used
to model chemical reaction networks. Other works have an-
alyzed collective behavior in cooperative robotic tasks [6].
Macroscopic swarm models have been derived to study the
performance of a distributed foraging strategy under vary-
ing conditions [9], while a similar approach has been used to
analyze and study the effects of specialization within large
robot teams [5]. In all these works, robots are treated as sin-
gle molecules and assumed to be capable of simple atomic
behaviors, with local interactions between robots governed
by a set of reaction rates. Since individual robotic agents
can only assume a finite set of basic behaviors, it is possible
to model system dynamics solely by considering the popula-
tion distribution across the set of behaviors. By describing
the swarm dynamics via a macroscopic analytical model,
these works have shown that it is possible to derive stochas-
tic agent-level control policies to meet a particular desired
group-level outcome [1, 4, 10], thus providing a “top-down”
versus the traditional “bottom-up” approach to designing
group behavior.
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Figure 1: An example of heterogeneous primitive
parts A, B, and C that can be assembled into a micro-
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Figure 2: An example of allowable sub-assemblies
obtained from the assembly of primitive parts A, B,
and C.

We investigate methods to simultaneously adapt the de-
velopment of these macroscopic analytical models alongside
the discrete behavioral algorithms they are to be applied to
in order to maximize the fidelity of the models. Improved
compatibility between implementation and analysis creates
a virtuous cycle where carefully designed algorithms lead to
higher fidelity modeling which leads to improved algorithm
refinement strategies. Specifically, we consider the execu-
tion of collaborative tasks by a swarm of robots whose goal
is to assemble composite widgets made of several smaller
parts. This is relevant to applications in areas such as flexi-
ble manufacturing where it may be desirable to have a sys-
tem capable of assembling significantly different products
on-demand. Other applications include automation of recy-
cling plants and nanoscale assembly where stochasticity is
often the norm rather than the exception.

2. PROBLEM FORMULATION

Consider the problem of deploying a swarm of N robots
to assemble complex products from a set of heterogeneous
parts. For example, consider the problem of assembling a
micro-robot from a pair of wheels, chassis, and a sensor. As
such, the set of possible part types is given {A, B, C} where A
corresponds to the sensor, B corresponds to the chassis, and
C corresponds to the pair of wheels as shown in Figure 1.
The assembly of the micro-robot can be broken down into
the assembly of intermediate products: either an AB, the
attachment of the sensor to the chassis, or a BC, the attach-
ment of the chassis to the wheels, sub-assembly as shown in

Figure 3: An example of an assembled micro-robot
composed of primitive parts A, B, and C.
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Figure 2. The sub-assemblies may then be mated with the
missing primitive part, either the set of wheels or the sen-
sor, to complete the assembly of the micro-robot as shown
in Figure 3. Rather than focus on the details of assembling
micro-robots, this work will consider the analogue problem
of assembling ABC widgets since it provides a nice abstraction
for more general assembly tasks.

In particular, we assume uniform distributions of each
part type, A, B, and C, within the workspace. Robots navi-
gate the environment by following a trajectory chosen ran-
domly at start-up and upon encountering an environment
boundary. As robots wander the workspace, they are tasked
to pick-up and assemble intermediate parts, i.e. AB’s and
BC’s, and/or ABC widgets as they encounter parts and other
robots. For simplicity, we assume that the primitive parts,
A, B, and C are replaced in the environment as soon as they
are picked up for any reason. Furthermore, the intermedi-
ate objects AB and BC are dropped in the environment upon
production, while a successful assembly of an ABC widget is
immediately removed from the workspace, returning each
agent involved in its construction to a free state identical
to that in which it started. Finally, it is important to note
that agents performing these assembly operations have no a
priori knowledge of their workspace: neither its geometry,
the availability of parts, nor the disposition of other agents.

This abstract assembly task requires cooperation between
at least two agents, without any high-level coordination.
However, while agent-level behaviors that result in coop-
erative widget assembly are easy to express, and immedi-
ately suggest the opportunity for great parallelism through
a simple scaling of the number of parts and agents in the
environment, system-level performance is contingent on be-
nign interactions between concurrent assembly operations.
Toward this goal, we propose to develop robust concurrent
assembly strategies that lend themselves to rigorous analysis
for the purposes of tuning high-level algorithm parameters.
These parameters may include such features as agent-level
preference for certain parts in particular situations. Any
such biases can have a dramatic effect on system perfor-
mance, and thus represent important tuning parameters for
the system as a whole. Yet, while the effect of such biases
at the agent level may be clear from inspection, the effect
of their interactions when embodied by hundreds of concur-
rently operating agents is less clear. In this way, the system
tuning process relies on agent-level tuning, and may only be
directed by considering multitudes of interacting agents.

To achieve this, we will first develop a baseline approach
using a swarm of N non-communicating robots with limited
sensing capabilities. In this baseline case, a free robot dis-
covers and picks up a part by physically bumping into it.
Robots encounter each other by a similar physical interac-
tion, at which time they will produce a new composite part
if such an assembly is possible given the parts held by each
agent.

The second variation is similar to the first, but involves
equipping each agent with a sensor that allows for the de-
tection of parts, be they of type A, B, C, AB, or BC, within
some fixed sensing radius of the agent. Additionally, each
agent is capable of coordinating with any other agent within
its communication radius in order to perform an assembly
operation.

The third variation considered here is one in which agents
do not speculatively pick up parts at all. In terms of the



identification scheme of discrete agent states implied by the
previous variations, e.g. an agent holding some part of type
A, or some part of type C, this variation is as if agents are
allowed to exist in several overlapping states simultaneously.
An agent may be aware of multiple parts in the environment,
e.g. an agent aware of both a part of type A and a part of
type C, but does not commit to any subsequent operation
until said operation is known to be terminating. That is,
when the agent comes into contact with another agent such
that the two may combine the parts they are aware of to
produce a composite object. Put another way, the previous
two problem formulations force an agent to commit to a
course of action when it encounters a part: should an agent,
upon discovering a part of type A, pick up said part, it has
preordained its immediate future to consist of an assembly
operation in which it contributes a part of type A.

3. ANALYSIS TECHNIQUES

Given an assembly algorithm defined over a set of param-
eters, a frequent objective is to determine the optimal set or
subset of parameters that can satisfy specific performance
metrics, i.e. maximize widget production. Perhaps the most
intuitive approach is to search for these optimal parameters
by simulating the assembly process. This is most commonly
achieved via an agent-based simulation (ABS) where each
robot agent is simulated individually, and time is a syn-
chronous signal used to advance each agent’s state of execu-
tion simultaneously. While this approach has the advantage
of faithfully modeling both the finite individuality of swarm
members and the constant advance of time, it ignores many
opportunities for improved efficiency. First, if many agents
are executing the same behavior, it is not always clear how
much is gained by simulating N copies of the agents. Sec-
ond, the regular sampling of time must be fine enough such
that each robot is only expected to be involved in one inter-
action between simulation samples. Otherwise, the order of
events during a time interval is unspecified, which can lead
to undefined behavior. However, this fine-grained, regular
sampling typically results in many samples when nothing
interesting happens. Such intervals are identified by purely
deterministic behavior that could be perfectly modeled in
a more computationally efficient manner. For instance, the
position of a particle moving with constant velocity under
the influence of no external forces may be accurately pre-
dicted by simply integrating the known velocity, rather than
simulating the movement by a sequence of identical discrete
jumps through space.

To address the efficiency of time sampling while still ex-
plicitly representing the discrete agents that make up the
system, one may employ a macro-discrete model [2]. In this
model, one arranges to only sample the simulation when an
interaction occurs. This is achieved by modeling the rate at
which events happen with a stochastic process, typically a
Poisson distribution, and advancing the simulation directly
between the times at which events occur. A Poisson pro-
cess with time constant k fires at random times with the
firing probability per unit time given by k. The process is
Markov since the firing probability is independent of past
history. The distribution of intervals between two firings
can be derived analytically and is given by p(t) = ke™*.
Thus, one can simulate Poisson transitions in two mathe-
matically equivalent ways. (1) Run iterations with a small
time step At << 1/k; at each iteration, the probability of
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transition is Ap = kAt. The transition is triggered in the
current iteration if r < Ap, where 0 < r < 1 is a uniformly
distributed random number. This implementation is exact
in the limit kAt — 0. (2) Generate a random number ¢,
distributed according to p(t) = e~** and take the transition
at time ¢,. This second implementation has been shown to
be mathematically equivalent to an agent-based simulation
[2]. Since each agent is modeled individually, system dy-
namics dependent on small numbers of individuals may be
faithfully captured, while overall simulation performance is
greatly increased.

The final strategy considered here is a continuous model
of system dynamics. For large enough numbers of robots
and parts, it is possible to derive an analytical macroscopic
description of the dynamics of the assembly process. Such
a model stands in stark contrast to the previous two as it
adopts a continuous model of the passage of time, but also
takes the drastic step of abstracting discrete parameters into
continuously varying values, such as mapping the number of
agents engaged in a particular behavior to fractions of the
total population. The distinct advantage of this approach
is that it brings to bear all the long established analysis
tools and techniques from the study of differential equa-
tions, and allows for the immediate numerical solution to
parameter optimization for most systems. The performance
of such methods vastly outpaces the alternate simulation
techniques, and thus allows for significantly more rapid iter-
ation of algorithm design since algorithm performance can
be easily approximated.

4. ALGORITHM DESIGN

While continuous models are incapable of reflecting the
discrete dynamics of a distributed assembly task, they are
often good enough, and represent such a compelling perfor-
mance advantage over other simulation techniques that in-
vestigating their applicability is a worthy endeavour. While
continuous models treat inherently discrete quantities as
continuously varying, their behavior may closely mimic that
of the discrete system when large numbers of particles are
considered. For example, a continuous model may indicate
that, at some point in time, 50.02% of agents are engaged
in a particular behavior. If there are one thousand agents in
the actual system, then such a configuration is impossible:
the assignment of agents to behaviors is entirely discrete.
However, if the true performance of the system would have
exactly five hundred agents engaged in the behavior, then
the deviation of the continuous model from the discrete sys-
tem may not introduce significant error.

For the specific application of assembly tasks, one may
identify the key areas where continuous models break down.
One such area is the possibility of deadlock. A deadlocked
configuration is one in which no agent is able to change
its own state with respect to an assembly task. That is,
agents may move about the environment, but none makes
any productive contribution to an assembly operation. Such
a configuration may result in the example problem described
above if every agent should pick up a part of type A, for
example, and not release it until it is able to contribute that
part to an assembly operation. In this case, no agent is able
to find another agent with a complementary part, thus no
progress is made in the assembly task. In comparison, a
continuous model may suggest that some fraction, say 10%,
of a single agent is still free to take productive action, thus



allowing some non-zero probability that the system should
recover. Yet the discrete, real system does not allow this
configuration: if zero agents are able to make progress, then
the system is in a stable state of non-production.

Crucially, such a configuration never occurs in a continu-
ous model of the system. This is because each agent exists
in all possible states at once according to some probability
distribution; no commitment need be made. This deviation
of the continuous model from the real system is catastrophic
when it occurs, and arguably invalidates any proposed utility
of the entire approach. However, this deviation of the contin-
uous model from real system performance may be precluded
by designing the algorithm such that deadlock is not a reach-
able configuration. An example of such a design technique is
a transactional approach to resource-consuming operations.

One may view a productive assembly as a sequence of
robot resource acquisitions followed by an assembly opera-
tion. Note that the action of a robot picking up a part con-
sumes a robot resource. While it is unknown precisely what
assembly operation will ultimately exploit that resource, the
robot may retro-actively be classified as locked by the ab-
stract assembly operation that eventually uses it. Viewed
against time, the interval during which a robot resource is
held begins when a free robot encounters a part, and ends
when that robot contributes the part to an assembly oper-
ation. But this time is unbounded! If instead one is able
to bound the time any resource is exclusively held by some
operation, then deadlock is avoided. This may be achieved
in distributed assembly tasks by taking advantage of the
fact that robots are not molecules, and are typically im-
bued with remote sensing and communication capabilities.
Thus, a robot may simply transition between various states
of awareness of components in its vicinity without physi-
cally acquiring ezclusive domain over any one part. Note
that the exclusive domain in this case is mutual: the part
may be viewed as having exclusive ownership of the robot
that has picked it up. The robot resource is consumed by
the part until it is able to integrate the part into a composite
object.

When a communicating group of robots decides that, col-
lectively, they know how to obtain the components necessary
to assemble a composite part, then, and only then, do they
move to physically pick up the necessary pieces before en-
gaging in a cooperative assembly operation. Part acquisition
may fail, but such an eventuality may now be reasonably de-
tected by a simple time limit on the action of a robot picking
up a sensed part. That is, one may assume that a robot ac-
tively sensing a part may acquire, or fail to acquire, that part
in bounded time. In this way, the entire assembly operation
occurs in bounded time, and may be viewed as transactional
— the full assembly occurs instantaneously or not at all — by
an external observer.

A shortcoming of this approach is that it may be too con-
servative. In fact, some speculative execution of the assem-
bly task may suffice to overcome an environmental condition
such as an excessive sparsity of parts. Specifically, if parts
are spaced farther apart than twice the robots’ communi-
cation radii, then no two robots will ever be able to share
their concurrent knowledge of part locations. This repre-
sents a type of live lock, wherein individual robot state,
vis-a-vis the set of parts sensed by the robot, changes as
time progresses, but no productive work is done. However,
if a robot should optimistically acquire a part, thus locking
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Algorithm 1 A simple probabilistic behavior causing
robots to switch between driving to the left or to the right
for 7 time.
while true do
if random() < k then
driveLeft(7)
else
driveRight(7)
end if
end while

itself to an assembly operation, it may move within commu-
nication range of another robot either sensing or holding a
complementary part.

In order to avoid deadlock, while maintaining the benefits
of optimistic execution, one may specify that some robots

act optimistically while other act pessimistically. This amounts

to a hedging strategy against unforeseen environmental con-
ditions: the pessimistic strategy is advisable when parts are
densely packed as it maximizes potential parallelism, while
the optimistic strategy is necessary to make any progress
when parts are few and far between. Such a heterogeneous
behavior population may be arrived at by programming agents
to probabilistically assign themselves one behavior or the
other. This stochasticity may be added without affecting
the execution of either behavior by wrapping the two deter-
ministic behaviors in a probabilistic conditional expression.

S. EXAMPLE ANALYSIS

One may consider a single probabilistic deterministic al-
gorithm that induces a specific population distribution over
discrete classes. This is useful because the single algorithm
can be duplicated an arbitrary number of times while always
maintaining the desired population statistics. However, for
analysis, one can strip off a layer of randomization by repre-
senting the algorithm as two distinct sub-populations, each
of whose relative prevalence is defined by the statistics of the
probabilistic element of the original algorithm. This may be
demonstrated by a simple example.

Consider Algorithm 1, which, when executed by a popu-
lation of N agents equipped with a suitable random number
generator approximating a uniform distribution, can be ex-
pected to yield kN agents driving to the left, and (1 — k)N
agents driving to the right. This same algorithm can be
deconstructed by lifting the impact of the if...then...else
construct into the top-down population specification. Alter-
natively, this algorithm may be viewed as an implementation
of a top-down design directive. Concretely, the chemical ki-
netics specification,

&
k
R'r'ight — Rleft
1—k
Rleft —/ Rright

may be used to model Algorithm 1, or, from the other direc-
tion, the above reaction equations may be implemented at
the agent level by Algorithm 1. Here, 7 can be interpreted
as a simple scale factor in the time domain. These reaction
equations result in a differential model of the population
distribution,
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In order to evaluate steady state production levels of an as-
sembly algorithm, one would typically be interested in equi-
librium conditions of this system,

1-k } —0
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The equilibrium condition of the linear system induced
by Algorithm 1 indicates the relative proportion of agents
driving left, and those that are driving to the right. Given a
value for k, R,ignt and Rieyp¢ can be solved for by imposing
a conservation condition that Ryignt + Rieyr = 1. That is,
the sum of the population fractions must be one. Thus one
arrives at the expected result that Ryignt = Rieye = 0.5 if
k = 0.5, for example. Assembly tasks do not often lend
themselves directly to description by linear system, however
the resulting system of differential equations may still be
solved numerically when no analytic solution is available.

5.1 Results

While the continuous model of the example widget assem-
bly task is free to consider nonsensical concepts such as a
fraction of a robot, its performance still matches the agent-
based simulation at large population sizes, Figure 4. These
graphs show that solutions of the differential equations mod-
eling system dynamics, number of robots holding a part of a
particular type and total ABC widget production rate, closely
match the behavior of the discrete agent based simulation.

The assumption of the existence of partial robots does,
however, deviate strongly from reality in the presence of
deadlocked behaviors. This is best seen by considering smaller
populations executing locking behaviors where deadlocked
configurations are statistically probable events. Figure 5
shows the agent-based simulation’s production rate of ABC
widgets dropping to zero due to the population working itself
into a deadlocked configuration. In this scenario, the most
common cause for deadlock proved to be too many agents
holding onto intermediate parts of type AB or BC while the re-
maining agents held parts of type B. If all the agents in the
system assume one of those roles, then overall production
ceases. The cessation of production is stable and unrecov-
erable: the controller makes no allowance for detecting and
escaping a system-wide deadlocked behavior.

This type of deadlock, where all robot resources are con-
sumed, may be avoided by a transactional assembly ap-
proach that does not speculatively lock a robot to a par-
ticular part. The steady state production rate for the trans-
actional assembly technique, as seen in Figure 6, dwarfs the
steady state of the locking approach shown in Figure 4, even
when just considering the continuous model. This is due
to the greater extent to which the transactional assembly
behavior exploits potential concurrency in the system: the
duration for which a robot resource is exclusively locked is
strictly bounded. Turning to the agent-based simulation re-
sults shown in Figures 4 and 6, the danger of deadlock in
the speculative locking strategy is starkly apparent. While
the continuous model is not susceptible to falling into a sta-
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Figure 4: Comparison of system states over time be-
tween an agent-based simulation (ABS) and a con-
tinuous differential model (Cont) for a locking as-
sembly strategy. Agent population size of 1000; 900
of each type of primitive part.

ble “stuck” configuration, the discrete system is, and may do
so at any time.

However, the conservative approach taken by the transac-
tional assembly behavior has its own drawbacks. While it
avoids prematurely locking a robot resource, it is far more
susceptible to production shortfalls due to unfortunate envi-
ronmental conditions. Namely, if part density is low, there
is a chance that individual parts may be so widely spaced
that two robots can never simultaneously sense two differ-
ent, compatible parts and be in communication range of
each other. This occurrence is, once again, not seen in the
continuous model since, in such a model, a low part density
means that a productive configuration, in which two robots
sense two parts and can communicate, is unlikely, but never
impossible. In a discrete system, however, the transactional
assembly behavior may yield a production rate of zero if the
parts are distributed with too much distance between them.
This second form of deadlock, in which no positive progress
may be made by the system, can be avoided by a mixed
population.

Without complicating agent-level behaviors, one may avoid
both forms of deadlock by hedging against either a sparsity
of robots or a sparsity of parts. The performance advantage
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Figure 5: Composite widget productions rates for
a team whose agents have effectively zero sensing
and communication radii and a team whose agents
have finite, non-zero sensing and communication
radii, R, and R. respectively. Results for the agent-
based simulation (ABS) are compared with those
from the continuous differential model (Cont). Sens-
ing and communication increase theoretical perfor-
mance, but quickly deadlock in the agent-based sim-
ulation. Agent population size of 100; 900 of each
type of primitive part.

of a mixed population is shown in Figure 7, in which 100
robots are operating in an environment with an uneven part
distribution. Namely, there are regions of the environment
densely packed with parts, and there are regions with very
low part density. The production rate of the transactional
assembly behavior, shown with a solid red line, plummets
when a significant fraction of agents find themselves in low
density regions, while the heterogeneous team has a much
higher minimum production rate.

6. DISCUSSION

One can see, by comparing Figure 6 with Figure 5, the dif-
ference in absolute widget production rates for a given set
of system parameters. Even if one ignores absolute produc-
tivity measures, the deadlock-freedom of the transactional
assembly behavior trumps any other performance consider-
ations of different agent-level behaviors.

Modifications to agent-level behavior that avoid deadlocked
configurations have typically been implemented as sponta-
neous decay reactions in other robot swarm simulations based
on chemical reaction networks [8, 7, 5, 10]. However, such
spontaneous reactions, in which a robot has some non-zero
probability of simply dropping a part it is carrying, may not
be necessary in order to avoid deadlock configurations. In-
stead, deadlock freedom may be attained by more determin-
istic behavior specification, as in the transactional assembly
scheme that avoids robot starvation.

By working with agent-level behaviors that preclude dead-
locked scenarios, one is able to leverage computationally ef-
ficient differential models of system dynamics. This ability
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Figure 6: Composite ABC widget production rates for
the transactional assembly behaviors. The fraction
of agents aware only of a part of type A is also shown
for reference. Agent population size of 100; 900 of
each type of primitive part.
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Figure 7: A purely conservative approach can be
stymied by a sparsity of resources. The homoge-
neous team is adversely affected by regions of the
environment with a low part-density. To counter
this, an even mix of eager and conservative agents
(100 of each) avoids the production fall-offs of each
in an agent-based simulation.

means that one can quickly predict system performance for
a given set of parameters, e.g. part density, and take some
action to adjust these parameters if system performance
is insufficient. Hedging strategies, as demonstrated in the
mixed transactional-speculative population above, may be
efficiently implemented by a probabilistic role assignment
mechanism in which agent’s adopt a particular behavior
based on a desired distribution. This assignment technique
is robust to changes in population size, and requires no per-
agent customization, thus making it suitable for swarm de-
ployment scenarios. The probabilistic combination of de-
terministic behaviors represents a sweet spot of easily un-
derstood agent-level behaviors, scalability to large, varying



population sizes, and amenability to differential modeling
techniques.
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ABSTRACT

Several methods have been developed for context-based object
recognition within aerial imagery. These methods were inspired
by human object recognition, which has been shown to rely on
contextual information as opposed to classical appearance based
methods. While this concept may not be new, this research sought
to develop generic methods that leveraged recent developments in
cognitive systems research, and more specifically large scale
ontologies or knowledge bases. The results of the research have
shown that context-based methods, supported by an ontology, can
increase recognition rates versus classical appearance based
methods. These methods have the potential to automate many
complex object recognition tasks, aerial imagery analysis being
one of them, that currently require human analysis.

Categories and Subject Descriptors
J.2 [Physical Sciences and Engineering]: Engineering

General Terms
Algorithms, Performance.

Keywords
Computer vision, image processing, object recognition, ontology,
context.

1. INTRODUCTION

The process of object recognition, within the context of computer
vision, is the method by which an object is identified within
visual images. The applications of object recognition include
robotics, image storage and retrieval, automated surveillance, and
aerial imagery analysis. In each of these applications areas,
accurate object recognition is critical.  Unfortunately, the
performance of current techniques is not sufficient for the bare
minimum functionality required for those applications.

This lack of performance is not due to a lack of research. To the
contrary, object recognition has been well researched, with
several texts dedicated to the topic [1]. A popular approach is to
isolate objects within an image, calculate a set of features for that
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object, and then compare those features to known object types
using pattern recognition techniques.  While generic and
powerful, this pattern recognition approach is inherently
appearance based, and as such, tends to fail when object types
look very similar. This weakness is exacerbated when the number
of object types becomes large, thus increasing the likelihood that
two object types will look very similar. Unfortunately, future
applications of object recognition are moving in this direction.
Without a significant leap in technology, current methods will not
be able to address future challenges.

The current pattern-based approaches to date have shown limited
success, but are still grossly inadequate, especially when
compared to the object recognition capabilities of people. It
stands to reason, that the performance of current techniques could
be improved by borrowing from those methods that have been
shown to be used by people. A key aspect used by people, and all
but ignored by pattern matching techniques, is the image context
[2]. The use of context for object recognition is not new [1]. It
could also be argued that context is implicitly “hard coded” into
an application. For example, a method for an outdoor scene
might assume the sky is higher in an image than the ground. This
“hard coded” approach is inflexible. A generic context-based
object recognition approach will require flexible and efficient
methods for storing and reasoning over contextual information.
Such methods, while not developed specifically for computer
vision and object recognition, have been developed for cognitive
systems.

In this paper, we present several methods for using contextual
information stored within an ontology to aid in object recognition
in aerial imagery. The ability to capture aerial images is far
outpacing the ability to analyze them, a task that is typically
performed by people. The data resulting from this image analysis
is used for anything from city planning to intelligence gathering.
In order to be useful, this data must be up to date and accurate.
The developed methods include two heuristics and one
mathematical approach. The results of these methods are
compared to classical generic object recognition algorithms to
determine the relative effectiveness of context when combined
with traditional pattern recognition techniques.

2. METHODS
2.1 Technical Approach

The software developed for this research contains three core
components, an ontology, a classifier and a simulator. The
ontology software component captures the system knowledge
base. It stores the object features and relationships. The classifier
software component contains all the classifiers developed or used



for this project. This includes classical feature only classifiers
and the newly developed context-based classifiers. The final
software component, the simulation environment, generates
objects to be classified and computes the resulting classifier
statistics. The use of a simulated environment removes the need
for image processing and segmentation, both complex problems.
The simulation instead focuses this research on pattern
recognition.

2.2 Ontology Structure

The Cyc (pronounced “psych”) ontology was used for this
project[5]. Cyc contains a general purpose framework for
representing common sense knowledge. An initial survey of the
topics stored within Cyc, found that it contained many of the
concepts relevant to aerial imagery. Many of the object types
found in an aerial image were already stored in Cyc. In fact, with
only one or two exceptions, no new object types had to be entered
into the ontology. In total, 49 object types, many of which looked
very similar, were identified in the Cyc ontology for classification
of overhead imagery.

Cyc also contained relevant spatial relations such as, near,
parallel, spatially contains and others. Six relations were
identified for use. The six base relations required mathematical
and geometrical grounding. Given two objects, a mathematical
formula was required to determine if the two objects were indeed
related. For example, the Cyc relation spatiallyContains requires
that one object contain another. Given location and size
information for each object, determining if one object contains
another is straight forward. Other relations, such as near,
required more complicated formulations given the ambiguity in
the relation itself.

Unfortunately, Cyc was missing the necessary assertions about
the object types and their relations to be useful for aerial imagery
analysis without modification. Over 100 assertions were made to
the ontology. All assertions were limited to relating two objects.
Positive assertions were made if, in general, a relation was found
to hold. For example, in general, “Road vehicles are found near
other road vehicles”. Negative assertions were made if a relation
was found not to hold. For example, “Modern-Houses are not
found near highways”. By way of Cyc’s inheritance rules the 100
assertions resulted in almost 500 defined spatial relations between
individual object types.

2.3 Classifiers

One of the goals of this research was to evaluate classical pattern
matching methods against the newly developed contextual
matching methods. For the purposes of this research two classical
methods were chosen, Naive Bayes[3] and Nearest Neighbor[4].
Both methods were taken from the Weka Data Mining library[6].
These methods are very similar in that both use training data to
perform classifications. The training data was obtained from
extracting images (a maximum of 10 images per object) of the
desired objects from overhead images.

2.3.1 Generic Classifier

Figure 1 shows the generalized classifier. This implementation is
similar to the Weka implementation; except that this
implementation requires an entire object set for classification,
whereas the Weka implementation works only on single objects.
This is because, in order to make use of context, the object to be
classified as well as the related objects must all be classified at
once.

( Classifier

Feature (Seed) Classifier

Unknown Object
Set

Unclassified
Objects

Initial (see
Classificati

Algorithms for classifying

objects based upon
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Figure 1: Generalized classifier
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Each classifier takes a set of unknown objects as an input. An
initial seed classification is performed. For the purposes of this
research, the seed classification is a feature classification, but
nothing within the generic structure requires this. The seed
classification could just as easily be another generic classifier.
The seed classification is then refined by applying contextual
information provided by the ontology. In order for contextual
information to be applied, it must both be logical true and
physically true. For example, given two objects, an airplane and
an airport terminal building, the two are only contextually
significant if logically the two objects would be found “near”
each other (which is true) and if physically the objects are “near”
each other (which may or may not be true). A classified object
set is produced by the classifier. The classified set consists of the
list of possible classes along with some measure of the match.
Typically, this list is normalized so that the measure represents
the probability of a match, but this isn’t required.

2.3.2 Combined Context Classifier

The combined classifier was the first and most simplistic context
classifier developed. It is a heuristic for modifying the initial seed
classifier given the number of arguments for and against the
classification (as determined by the ontology).

In the first step, the results of the seed classifier are compared to a
threshold constant.  Those classifications that exceed the
threshold are considered complete. Those that do not, are updated
based on contextual information provided by the previously
determined complete classifications. Two types of contextual
information are used, supporting (represented by positive
assertions within the ontology) and opposing (represented by
negative assertions within the ontology). A counter is kept of
arguments. Every piece of true (logical and grounded) supporting
evidence increments the counter, and every piece of true opposing
evidence decrements the counter. The seed classification is then
scaled by the following factor shown in Figure 2.

where :

n=evidence counter
ifn>1

f=n
if n<1

f=1n

Figure 2: Combined classifier scaling factor definition

The scaling factor calculation multiplies the seed classification, if
there are more arguments for a classification, and divides it if
there are more arguments against the classification. The resulting
values are then normalized in order to return probabilities of a
match.

The pseudo code implementation for the combined context
classifier is shown below.

for classification in seedClassification
if classification >= threshold
classifiedObjects.add(object)
else
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unclassifiedObjects.add(object)

for object in unclassifiedObjects
for relatedObject in classifiedObjects
for relation in contextRelations
for possibleType in objectClasses
if positive relation holds for (object,
possibleType, relatedObject)

argCount++
if negative relation holds for (object,
possibleType, relatedObject)

argCount- -
updateSeedClassification(type, scaleFactor(argCount))

return updatedSeedClassification

2.3.3 Probability Combined Context Classifier

The probability combined classifier is very similar to the
combined classifier (see section 2.3.2), except that classifications
are not considered complete after the seed classification. Instead,
all possible classifications and their corresponding probabilities
are considered when tallying the number of supporting and
opposing arguments. The amount the argument counter is
incremented/decremented is the probability of a match (instead of
+/- 1 as with the combined classifier).

The resulting classifier improves upon the combined classifier by
including the probabilities of classification of other objects. In
other words, a strong classification of a related object is more
relevant than a weak classification. In addition, because a
classification is not considered complete after the initial seed
classification, this method can reject a false positive
classification, even if it is a strong classification.

The pseudo code implementation for the probability combined
context classifier is shown below.

for object in unclassifiedObjects
for relatedObject in unclassifiedObjects
for relation in contextRelations
for possibleType in objectClasses
for relatedType in
seedClassification(relatedObject)

if positive relation holds for (
object, possibleType, relatedObject,
relatedType)

argCount =
argCount + relatedType.measure

if negative relation holds for (
object, possibleType, relatedObject,
relatedType)

argCount =
argCount - relatedType.measure

updateSeedClassification(possibleType,
scaleFactor(argCount))



return updatedSeedClassification

2.3.4 Bayesian Context Classifier

The Bayesian context classifier represents a more mathematical
approach to using context for classification whereas the two
previous methods were heuristics. In the simplest of terms, an
object classification is either supported or opposed by the
relations to the objects around it. In terms of probability, if a
particular object classification is reaffirmed by the surrounding
objects, then the probability of the classification should be
increased.  Bayes theorem (shown in Figure 3) describes
mathematically how an existing probability is updated; given the
observation of new evidence.

P(H)

P(H|E)= PEIH)
P(E)

where :

P(H | E)is the updated probability of the

hypothesis H given the evidence given E

P(H )is the prior probability of the hypothesis
H before the evidence

P(E | H)is the probability of the evidence

occuring given the hypothesis

P(E)is the marginal probability of the evidence

or the probability of the evidence occurring

given all other possible hypothesies

Figure 3: Bayes thereom

Bayes theorem, in its standard form, does not apply to the specific
application of using context for object recognition. Bayes
theorem requires that the evidence must be observed, implying a
probability equal to one. In object recognition, the probability of
the evidence (or a particular classification of the surrounding
object) is uncertain.  This problem is common to other
applications, and methods for adapting Bayes theorem have been
developed[7]. The equations for updating the probability of a
classification have been adapted to our application and are shown
in Figure 4.

0<P(E|E')<
P(H)

P(E):

P(E)<P(E|E')<1

P(H)-

FHIE)= P(HIEP(E)
1-P(E) "
P(H|E)-P(H)
1-P(E)

P(EIE)
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where :
P(H | E)is the updated P(H )given the features
E’'of the related object
P(H )is the prior probability that the unknown
object is of a particular type (given
by seed classification)
P(E | E')is the probability of the related object
classification given the features
E’ of the related object (given by the seed
classification)
P(H | E) is the probability of that the object type is of
a particular type given evidence E, given
by Bayes thereom with the following :
P(E | H)is the probability that the
related object is observed given
that the unknown object is a
particular type. This is given by the
ontology where the P(E | H )is 0.75
if a positive assertion between
the related object classification and
unknown object classification
exists. If a negative assertion exists
the P(E | H)is0.25. If no assertion
exists then existence of the evidence
results even odds or P(E | H )is 0.5.
P(E) is the probability of the evidence occurring given
all other possible hypothesies or > P(E | H, JP(H; )

Figure 4: Probability of object classification given the features
of a related object.

The Bayesian context classifier works very similarly to the
probability combined context classifier in that all possible
classifications of the unknown object and the related object are
taken into account. However, the Bayesian approach allows the
probability of an unknown object classification to be updated
directly and recursively, removing the need for counting the
number of positive and negative arguments.

The pseudo code implementation for the Bayesian context
classifier is shown below.

for object in unclassifiedObjects
for relatedObject in unclassifiedObjects
for relation in contextRelations
for objType in objectClasses
for relatedType in
seedClassification(relatedObject)
if positive relation holds for (
object, objType, relatedObject, relatedType)



updateSeedClassification(object, objType,
relatedObject, relatedType)
if negative relation holds for (
object, objType, relatedObject, relatedType)
updateSeedClassification(object,
objType,relatedObject, relatedType)

return updatedSeedClassification

2.4 Simulation

The simulation environment (shown in Figure 5) generates the
objects within the scene and provides a user interface in which to
test and debug classification algorithms. Each scene is described
by an xml file. The xml file is generated by hand classifying
overhead images and contains the type (for evaluation of the
classifiers), location (x, y) and orientation of each object. The
simulator generates the object features for each object in the xml
file; using information about the distribution of each feature
obtained from the training data. In addition, the simulation can
add uniform noise to each feature. The uniform noise is
represented as a percentage of the feature value. It is important to
note that although specific objects are simulated from statistics of
an object sample set, the contextual relations are not. This is

because context is determined by the location and orientation of
each object, which is determined from actual overhead imagery.
15

|

Figure 5: Simulation screen shot (San Antonio Airport test
case). Markers indicate objects for classification. Blue
markers indicate unknown objects, green indicate correctly
classified, and red indicated incorrectly classified.

3. RESULTS

The three context-based classification methods were each
compared to the classification results of the seed classifier alone.
This comparison shows the increase or decrease in recognition
that context provides. The classifiers were tested on aerial
imagery of different types of areas, including an airport, industrial
area, military base, downtown, and an agricultural area.

3.1 Classifier Optimization

The classifiers were optimized at three different random noise
levels in the simulation. By optimizing the classifiers, the best
classifier performance is achieved, allowing meaningful
comparisons to be made between classifiers. The classifiers were
optimized by finding the optimum points along the receive-
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operator characteristic (ROC) curve[8]. The ROC curve shows
the tradeoff between correct classifications and incorrect
classifications as some classifier parameter is varied (in this case,
the threshold probability for a classification).

90%
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70% -
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50% =

40% +

% Correct
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20% -

10% -

0% T T

0% 10% 20% 30%

% Incorrect

—®— Combined Classifier
Probability Combined Classifier
—+— Bayesian Combined Classifier
Naive Bayesian Classifier (Feature Only)

Figure 6: Typical ROC curve showing the three context-based
recognition algorithms vs the seed classifier (Naive Bayesian)
alone

3.2 Classifier comparison

Table 1 and Table 2 show the optimized classifier comparisons,
relative to their seed classifiers (Naive Bayes and Nearest
Neighbor, respectively) at different random noise levels. Two
intermediate metrics are used to evaluate the difference between
classifiers, the percent difference correct and percent difference
incorrect. As can be observed from the ROC curves (Figure 6),
there is typically a tradeoff between these two metrics. Assuming
equal weight to these two metrics, taking the difference between
them (%difference correct - %difference incorrect) indicates the
value of the tradeoff. For instance, a reduction in both percent
correct and percent incorrect would still have superior recognition
as long as the %difference incorrect was greater than the
%difference correct.



Table 1: Results of classifier simulations at varying noise levels versus a naive Bayesian classifier. In almost all cases the context-

based classifiers show better recognition (increased percent correct, decreased percent incorrect, or both).

%) % z S z 3
5 _5 s g 52 g8
g e g9 gz g 32
3z sz -3 =3 3
&g g g g8 g8 23
=3 =3 3 I 3T ® 3
2 e 89 &g =
Noise Classifier 3 -3
0% Naive Bayes 2938 1930
Bayesian Context Classifier 2496 1221 -15.04% -36.74% 21.69%
Combined Context 3165 1543 7.73% -20.05% 27.78%
Probability Combined Context 3909 1100 33.05% -43.01% 76.05%
10% Naive Bayes 1976 1523
Bayesian Context Classifier 2349 1932 18.88% 26.85% -7.98%
Combined Context 2534 1928 28.24% 26.59% 1.65%
Probability Combined Context 2582 1775 30.67% 16.55% 14.12%
25% Naive Bayes 1010 1357
Bayesian Context Classifier 1138 1445 12.67% 6.48% 6.19%
Combined Context 1047 1367 3.66% 0.74% 2.93%
Probability Combined Context 1115 1062 10.40% -21.74% 32.14%

Table 2: Results of classifier simulations at varying noise levels versus nearest neighbor classifier. In almost all cases the context-

based classifiers show better recognition (increased percent correct, decreased percent incorrect, or both).

» o > z X
5 _5 £2 5% o3
0o 3o o 8 =3k
22 g2 2 g - g
=3 <3 a I =R ® 3
e ] Qo 8o -
Noise Classifier 3 -3
0% Nearest Neighbor 3829 1020
Bayesian Context Classifier 3798 900 -0.81% -11.76% 10.96%
Combined Context 3870 771 1.07% -24.41% 25.48%
Probability Combined Context 3832 741 0.08% -27.35% 27.43%
10% Nearest Neighbor 3618 975
Bayesian Context Classifier 3658 915 1.11% -6.15% 7.26%
Combined Context 3695 847 2.13% -13.13% 15.26%
Probability Combined Context 3617 790 -0.03% -18.97% 18.95%
25% Nearest Neighbor 2313 1163
Bayesian Context Classifier 2248 813 -2.81% -30.09% 27.28%
Combined Context 2400 1350 3.76% 16.08% -12.32%
Probability Combined Context 2514 1210 8.69% 4.04% 4.65%
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4. Conclusion and Discussion

Table 1 and Table 2 show that, in most cases, recognition rates of
the context-based classifiers are superior to the feature only
classifiers. It was hoped that the context classifiers would show
robustness under increasing amounts of noise.  However,
recognition actually decreased with increasing noise. The
application of noise causes a large proportion of the seed
classifications to be weak classifications. That is, instead of a
single strong match, several types are matched to a single object.
Strong matches are required in order to establish context and in
turn reinforce weaker matches. It stands to reason that fewer
strong matches will result in weaker reinforcement of weaker
matches, and thus fewer correct classifications.

The data does not support a single best implementation of the
context classifier. This is not unexpected given that is the nature
of most classifiers, with each performing differently under
different applications. The popularity of the Bayesian approaches
to classification could be attributed to the strict mathematical
approach. While the Bayesian context classifier has a similar
mathematical basis, the probabilities associated with ontological
assertions were arbitrary. Better results may have been achieved
if more accurate probabilities were used. Accurate probabilities
for relations could be developed over time by adding a learning
component to the ontology.

The focus of this work was to evaluate methods for integrating
contextual knowledge into object recognition techniques. The
Cyc ontology was chosen for this task due to its breadth and depth
of knowledge. While some knowledge was added for the
purposes of this research, the criticality of that knowledge was not
evaluated. For the application of object recognition in aerial
imagery, real-time performance was not a constraint. However,
for most object recognition applications real-time performance
will be required. For these applications, the size and structure of
the knowledgebase will be critical. More research is required to
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answer the questions: What is the optimum type and amount of
information required for context-based recognition?
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ABSTRACT

Tools to make environmentally informed product decisions
at the design stage have long been an identified need of the
manufacturing community. Potential solutions to address
this need have been one of the topics of a series of National
Science Foundation funded international workshops in the
area of environmentally benign design and manufacture
(EBDM). This paper reports one outcome of those
workshops and the progress toward the development of a
new approach to use manufacturing unit processes as the
basis for evaluating environmental impacts at the
manufacturing phase of a product’s life cycle. The research
presented here is funded through a Department of Energy
award DOE DE-FG36-08G088149.
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1. INTRODUCTION

Tools to make environmentally informed product decisions
at the design stage have long been an identified need of the
manufacturing community. Potential solutions to address
this need have been one of the topics of a series of National
Science Foundation (NSF) funded international workshops
in the area of environmentally benign design and
manufacture (EBDM). Dr. Delcie Durham, Program
Officer at the NSF (now at University of South Florida)
created the workshops as a means for the international
community to collaborate in the creation of new knowledge
in EBDM. This paper reports on a collaboration formed as
an outcome of those workshops and the progress toward
the development of a new approach to use manufacturing
unit processes as the basis for evaluating environmental
impacts of a product’s life cycle at the manufacturing
phase.

2. uplci PROJECT

The new approach is developed to use the manufacturing
unit process, commonly outlined in manufacturing process
taxonomy systems, as the basis for life cycle inventory.
This will initially involve 50-70 unit processes from the
taxonomy and will generate energy and mass profiles for
each unit process life cycle (uplci). These uplci can be
adjusted for each case to include the major variables
affecting such operations as related to any specific product.
The sum of the performance of a sequence of uplci thus
provides the life cycle of the specific product from a
defined set of plant process inputs [1].

The research supporting the development of the uplci is
located at Wichita State University, Wichita, KS. A
website (www.wichita.edu/sustainability) has been established
to allow access to the uplci (see Figure 1). The website is
also intended for the community to supply comments and
submit it additional unit processes.

The Wichita State University project is currently funded
through a U.S. Department of Energy award (DOE DE-
FG36-08G088149) in wind energy. The DOE has interest
in this area because the primary environmental impacts of




wind energy are at the manufacturing phase. uplci will be
used as means for making comparisons of wind energy
with sources other than coal and throughout the turbine life
cycle.

Figure 1. Snap shot of uplci website
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ABSTRACT

In this paper we define “Energy Aware Manufacturing (EAM),”
as the “Manufacturing paradigm that concentrates on integrated
optimal usage of energy in manufacturing right from material
procurement to part disposal.” The main emphasis of EAM is on
an integrated optimal energy usage. The focus is to model energy
related issues in the interactions between suppliers, production
machines, part manufacturing and plant physical facilities. There
is a need to develop quantitative models and information models
and implementing a simulation test bed to accomplish the
objective of EAM. In this paper, we develop a conceptual
roadmap for accomplishing the objective of energy efficiency. We
discuss the conceptual foundations of our approach.

Categories and Subject Descriptors
Performance, Management

General Terms
Management, Measurement, Performance

Keywords

Sustainability, Energy Aware Manufacturing, Energy efficiency

1. INTRODUCTION

If manufacturing sector in the USA were to be a country by itself,
it would be the 8" largest economy in the world. The
manufacturing sector in the USA in 2005 accounts for 16% of the
national GDP, and is still the world’s largest manufacturer. In
2004, it accounted for a quarter of the global production. Though
the current figures are slightly dipping (by about 1.1%) still USA
holds its superiority in the manufacturing sector. China and South
Korea are increasing their share in manufacturing which is mainly
due to the increase in non-direct material related costs such as
health care, labor, and energy in the USA. Given the increase in
global demand for energy any attempt to improve energy
efficiency will lead to considerable value addition to not only to
the US economy but to the global welfare (World Bank and
Economy.com, 2009; US EPA, 2007).
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Energy efficiency is a global issue and cannot be solved by
unilateral and myopic approaches. Energy efficiency can be
achieved by proper energy management, and is a
multidisciplinary challenge involving science, technology,
ecology, information technology and common sense (ICT, 2009).
Energy management is critical to the sustainability of the future of
US and Global economy. Optimizing energy usage and
minimizing energy loss are central to energy management. It is
important that manufacturing integrate this concept into its
operations from procurement to maintenance or from cradle to
grave. Energy Aware Manufacturing (EAM), which focuses on
the energy management in manufacturing, is central to reducing
the carbon footprint of manufacturing industries. We define EAM
as the “Manufacturing paradigm that concentrates on optimal
usage of energy in manufacturing right from material
procurement to part disposal.” We believe that the state-of-the-
art research in commercial as well as academic domains though
focuses on sustainability, has not addressed an integrated
methodology development for efficient use of energy from
conception to grave of a product. Such an integrated development
must deal with information models, quantitative models, metrics
for energy usage, and development of standards. Efficient Tools
and methods for estimation of the total energy consumption of a
complete manufacturing system are missing today. To be able to
calculate the most optimal use of energy, new tools, and methods
must be developed (Asnafi et al., 2008). This forms the central
theme of our conceptual paper. Energy labeling is already in
progress in Europe. In this paper we propose the concepts for
developing manufacturing part label which will incorporate
manufacturing energy as a part of it so that we can track the
carbon footprint of each part.

2. THE NEED

We argue that energy is an important consideration in
manufacturing, both from process as well as plant operational
view. Though energy efficiency has become important in the last
decade, it is necessary to establish a scientific basis for including
reduction in energy consumption as one of the focuses of
manufacturing. We need to define, develop, and establish
standards to evaluate the total energy consumption by the entire
manufacturing operation. With out consideration to the legal and
political issues, it may be beneficial for the society to have
“Carbon Labeling” for every manufactured part, akin to food
labeling. Due to the complexity of this problem, there is a clear



and urgent need to develop quantitative and information based
models for energy management.

In order to realize EAM, we postulate three important research
streams. We do not address the process efficiency aspects.
Though they are critical we consider EAM from a systems view
point.

Research Streaml: Define and implement “Manufacturing
Energy Computations” that will help in generating quantitative
models to realize EAM.

Research Stream 2: Define and implement “Manufacturing
Energy Information Modeling” that will help in representing the
models from stream 1.

Research Stream 3: Design, develop and implement
“Manufacturing Energy Simulation Modeling” to establish a
simulation framework and a platform that will use the information
and the quantitative models developed to study the dynamics of
manufacturing.

3. THE NEED

Environmental regulations, such as European Union’s Integrated
Product Policy (IPP) and the EU’s directive on the Ecodesign of
Energy-Using Products (EUPSs), will directly regulate the negative
contribution to the environment across the entire lifecycle of the
product, not just the use phase. This implies that the
environmental impact of any given product will be addressed by
taking all aspects of its supply chain and life cycle into account:
raw materials, components/part sub-assembly/final product
manufacturing, transportation, distribution, marketing, sales,
delivery and waste treatment at the end of life. Therefore, the
carbon footprint and Green House Gas (GHG) emission
accounting for a product will be directly affected by:

1. The manufacturing processes as well as the equipment
used for producing the product. For example, in the
vehicle body shop in an automobile manufacturing
company, the energy consumed and GHG emitted by
spot welding process will be different compared to the
ones by laser welding process. It should be noted that a
product can be a complete vehicle or a component (e.g.,
a wheel) or a sub-assembly (e.g., an instrument panel).

2. The supplier footprint and logistics (transportation) of
components/parts for the final product are integral to the
carbon foot print of the part. Take engine assembly as
an example, if the engine block and cylinder head are
manufactured in an engine assembly plant located in
US, whereas the other components such as pistons,
crankshaft, and camshaft, could be purchased and
shipped from supplier(s) located in US, India, or China.
Therefore, the final carbon footprint and GHG emission
accounting for the engine assembly will depend on
where each of all the engine components is made and
how it is shipped from its supplier to the final engine
assembly plant.

Another analysis and implementation exercise is closely tied

to the second point stated above, i.e., the carbon
footprint/GHG  emission  accounting based on the
components/parts’ supplier ~ footprint. ~ With  the

calculation/measurement of the carbon footprint/GHG
emission of each component/part/sub-assembly, product
manufacturer can implement its “green procurement”
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strategy to set up and maintain its supply chain to be the one
having lowest energy consumption and safest impact on the
environment.

4. RESEARCH STREAM 1: ENERGY
COMPUTATION

Increasing raw material prices, necessary investments in the
environmental technologies, potential penalties for not complying
with regulations as well as ability to attract incentives and public
image is forcing manufacturing companies to rethink about energy
related issues (Hesselbach et al., 2008). Manufacturing plants
from an energy perspective are integrated units of building and
production machines. Energy efficiency mainly relates to
optimizing the ratio of production output to the energy input for
the technical building services (heating and cooling) and
production machines. Energy efficiency is a generic term and
there is no one uniform quantitative measure of “energy
efficiency.” instead one must rely on a series of indicators.
Patterson  (Patterson, 1996) discussed four indicators
(Thermodynamic, Physical-Thermodynamic, Economic-
thermodynamic, and Economic) of energy efficiency. These
cannot be used directly in manufacturing; however, we can use
some variants of the concepts. We extend the traditional definition
of energy efficiency by including the supply chain also into its
computation. Figure 1 reproduced from Hesselbach (Hesselbach
et al., 2008) shows a holistic view of the facility-production
machines without supply chain interface from an energy
awareness viewpoint.
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Figure 1: Facility-Production Machines Holistic View
(Reproduced from (Hesselbach et al., 2008))

We propose a part energy profile comprising of three components
(see Figure 2), namely:

1. Procurement component
2. Production component
3. Delivery component

These energy component values can be calculated from either top
down or bottom up fashion. In the first method, the aggregate
energy for the procurement, production, and delivery of a batch of



products and assemblies is obtained from energy metering and
apportioned to individual components. In the second approach
individual component, energy usage values are obtained through
individual unit procurement, production, and delivery and
aggregated for the assembly. In both the cases due to the inherent
uncertainties in the operations, stochastic estimation methods are
needed. Bottom up approach though extremely cumbersome may
yield results that are more accurate.
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Figuré 2: Part Energy Profile

For an identified critical part we generate the part energy profile
based on the following steps:
1. Generate alternate process plans
2. ldentify the alternate processes
3. From material removal rate computations calculate
energy requirements using alternate processes (and
hence alternate production machines)
4. Identify alternate suppliers and if possible next tier
suppliers
5. ldentify alternate transportation facilities(modes and
equipment) and routes
6. Compute energy expenditures (Kwh)
The energy parameters to consider are:
Process plans
Manufacturing Processes
Production Machines
Suppliers
Transportation Modes
Transportation Facilities (equipment)
Packaging modes

Shorter Time Scale =l

NogapwdE

Metrics for EAM: The metrics needed to evaluate EAM are:
Supply Chain Related, Physical Facility Related, Production
Machine Related, and Production Cell Related. In all these
categories, we need to formulate metrics for: 1. Energy Wastage
due to not utilizing set-up properly on a machine (a batch of 100
parts would have for example made the optimal use of a set up as
opposed to producing 50 units), 2. Energy Wastage due to not
utilizing set-up properly in a production cell (a batch of 100 parts
would have for example made the optimal use of a set up as
opposed to producing 50 units), 3. Energy wastage due to
improper re-ordering, and 4. Cost of non-compliance to
regulations (now most of these are voluntary), and 5. Return on
Investment.

In general, in the industrial sector the total energy used per unit
time (month or a day) is expressed as a combined component of
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the facility energy expenditure (Ef) and production machines
energy expenditure (Ep).

E. +E, =E;
This is basically the power consumed in Kilo-watt-hours (Kwh).

For example, Er can be 0.4 of Et; and Ep therefore can be 0.6 of
E+. This when related to the total production in unit time

06E,
Total Production

Where Ey is Energy consumed per unit of the product. This can be
weighted by individual processes and machine rating. This of
course is a gross measure. Detailed methodological aspects need
to be developed.

5. RESEARCH STREAM 2:INFORMATION
MODELING

We view manufacturing systems as comprising of five levels (we
do not define them as hierarchically related):1. Supply chain level,
2. Company level, 3. Production system level, 4. Production cell
level, and 5. Machine level

Thought there are several commercial systems available to
represent and analyze each of these systems from different
viewpoints there is very little attention paid to the energy related
aspects. Similarly there are commercial (Sahlin et al., 2004; Chen
et al., 2001) building and HVAC simulators, but each one with a
specific objective of computing total energy consumed vis-a-vis
wasted. Very little work exists in relating production machines to
the facility. To the best of the author’s knowledge, no work exists
in relating manufacturing with supply chain with respect to energy
issues. We need to define a robust information model before we
can build a tool and standards for analyses. We suggest an
integrated information model based on Service Oriented
Computing (SOC), which is an increasingly popular and an
efficient paradigm for collaborative planning and execution.

Services are self-describing, open components that support low
cost composition of distributed applications. Services are offered
by service providers who are distributed over the web (web
services). Service descriptions are used to advertise the service
capabilities, interface, behavior, and quality. Service description
provides the conceptual purpose and expected results of the
service. The service interface description publishes the service
signature (input, output, error parameters, and message types).
The expected behavior of the service during its execution is
described by service behavior description (for example aggregate
energy consumption trace). Quality refers to service cost,
performance metrics and security attributes (Papazoglou &
Georgakopoulos, 2003). When these are offered through the web,
they become web services.

Our vision is to utilize Service Oriented Architecture (SOA),
which is the most advanced Web-based service system
architecture (Erl, 2004), to formalize an IT framework to support
EAM. The main aspects to consider are:
1. Develop an interface-oriented
representation scheme for components;
2. Formalize an accessible cyberinfrastructure-based
framework that enables global users to describe,
publish, and discover component information in a
standardized way; and

machine-readable



3. Adapt Artificial Intelligence (Al) planning algorithms to
support energy computations.

The National Institute for Standards and Technology (NIST) has
proposed the use of eXtensible Markup Language (XML) for the
description of functions and associated flows in computer-based
design (Szykman, et al., 1999; 2002; Bohm, et al., 2008)
introduced an extensive data schema to capture fundamental
elements of design information. These representation schemes for
products or parts are designed mostly from the viewpoint of the
materials or energy flow, which is sequential or flow-oriented,;
however, research efforts towards EAM, demands a different
viewpoint for representation. We assert that the new viewpoint
should be interface-oriented because physical interfaces help
bridge modularized components (sub-assemblies). Figure 3 shows
a SOA-based Web Services for Energy Aware Manufacturing.
Conceptually, in our proposed framework, a Universal
Description Discovery and Integration (UDDI) would correspond
to the digital Design Repository implemented by the Missouri
University of Science & Technology and NIST (Bohm & Stone,
2004; Szykman & Sriram, 2006) while a Web service would
correspond to a production process.

Component designers describe components in a standard language
such as XML (eXtensible Markup Language) version of STEP
(the Standard for the Exchange of Product). The description of
each component includes input/output interfaces, dimensions,
features, and required energy efficiency of it, etc. On the other
hand, manufactures describe their manufacturing processes also in
a standard language. The description of each manufacturing
process in Web Service Description Language (WSDL) includes
machines, tools, coolants, and energy rating, etc. Those
standardized descriptions are stored in the SOA-based
infrastructure for energy-aware manufacturing (Figure 3). SOA
provides subscribe/publish mechanism for users, component
designers and manufacturers. They can access those descriptions
in an automated way. Three types of services can be provided by
the proposed architecture, atomic, composite, and managerial
services. Atomic services can respond to simple queries, such as
getComponent, getMfgProcess, and getEnergyEfficiency;
composite services can satisfy sophisticated queries, such as
checkEnergyEfficiency (of a product) and designProduct; finally,
managerial services provide administrative transactions for users.
Those services must be open to publiclor a networked
manufacturing system) through a secured
authentication/authorization protocol, and discoverable in a
standardized way.

As we are interested in studying the interaction between the
physical facility and the production machines, it is important to
represent the building related entities. EAM needs to consider the
following services related to the physical facility (building):

1. Lighting service: related to lighting aspects of the
facility containing total lighting units, area, and energy
requirement with respect to the season and time of the
day

2. Heating service: related to heating aspects of the facility
containing total area, heating units, relationship to
production machines, and energy requirement with
respect to the season, time of the day and personnel on
duty.
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3. Cooling service: related to cooling aspects of the facility
containing total area, and energy requirement with
respect to the season, time of the day and personnel on

duty.
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Figure 3: SOA for Energy-Aware Manufacturing

4. Airflow pumping service: Airflow requirements based
on production, time of the day, season and personnel.

5.  Energy computation service: Aggregation of energy
requirements calculations based on the component
manufacturing plan (one can use Al planning algorithm
and integrating with energy constraints of the physical
facility to accomplish this).

6. RESEARCH STREAM 3:SIMULATION
MODELING

The third research stream relevant to EAM is the estimation of
energy consumption that minimizes the overall carbon foot print
of the manufactured part. We would also like to ask what-if
questions (study the dynamics) considering the stochastic nature
of suppliers, machines, physical facilities and environment. We
need to integrate the five levels from supply chain to component
(discussed earlier). Though the information model we suggest is
powerful to compose the processes and hence machines needed,
and the suppliers to be selected, at this stage the SOA technology
is not mature enough for building a simulator. In this section, we
develop a conceptual framework for a multi agent based simulator
for integrated energy analyses in manufacturing.

Agent-based computation is a new paradigm of information and
communication technology that largely shapes and, at the same
time, provides supporting technology to the above trends (Luck et
al., 2005; Wooldridge, 2000; Weiss, 1999). Agent theories and
applications have appeared in many scientific and engineering
disciplines. Agents address autonomy and complexity; they are
adaptive to changes and disruptions, exhibit intelligence and are
distributed in nature. In this setting computation is a kind of social
activity. Agents can help in self-recovery, and react to real-time
perturbations.

The Core Manufacturing Simulation Data (CMSD) Information
Model (CMSD, 2006) captures the essence of manufacturing



simulation information. The UML based description can be used
as a foundation to build the M-EAMS(Multi Agent Based Energy
Aware Manufacturing Simulator).

We identify  the relevant agents from these information
categories. Some of these are: Supplier Agents, Transportation
Agents representing different transportation resources, Calendar
Agent for storing all the relevant calendar information and
pushing it as and when needed, Resource Agents each
representing one of the resources, Employer Agent interfaced with
skill database, Process Planning Agent, Component(Part) Agent,
Sub-assembly Agent (containing all the components needed for
Sub-assembly), Final Assembly Agent (containing all the
components needed for Final Assembly), Inventory Agent,
Maintenance Agent, Scheduling Agent, Energy Computation
Agent (having decomposition and aggregation algorithms as a part
of agent behaviors), Visualization agent and Metrics Calculator
Agent. We also identify certain agents related to the physical
facility representing Lighting, Heating, Cooling, Air-Flow and
Building Energy Computation Agents.

In certain cases, for example as in the case of Process Planning
Agent, Maintenance Agent, and Scheduling Agent COTS is
available that can be a part of the simulator. We can pass a
message from the Part Agent to the Process Planner by wrapping
the COTS Process Planner. In this case we need to focus on the
ontological equivalences in communication primitives between
the Part Agent and the Process Planner. Once we have a Process
Plan, it can be communicated to a scheduling agent in a similar
fashion. We undertake an explanation of the operational
architecture of the EAM simulator (see Figure 4). We define four
communities: Supplier Community: Composing of suppliers,
Transportation Units-interfaced with carrier networks, and GIS
Database

Physical Facility Community: Consisting of heating, lighting,
cooling other amenities represented as agents interfaced with
energy providers and cost databases.

Part Community: This contains  components/parts/sub-
assembly/Assemblies. All the geometric and material, process
related information is stored in these agents.

Production System Community: Composing of machines, other
resources such as materials handling equipment, personnel, and
monitoring devices and sensors.
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This agent organization captures the five levels of a
manufacturing system. Here we deliberately break away from the
hierarchical ~ relationship  traditionally —used to  model
manufacturing systems. We view the integrated manufacturing
systems as a collection of loosely coupled communities. In each
of these communities, we will have Monitoring (sensors and
RFID devices) agents, Energy Computation agents and scheduling
agents. We need to build the simulation platform using these four
communities that capture the static information through agents.
However, each of the communities will have their own monitoring
agents that monitor the community and take control (adaptive)
actions. These are local, guided by global metrics communicated
from the electronic market place.

The stochasticity of each of the communities and the relevant
individual agents (for example machine breakdown, cost
variation, Energy fluctuation etc) is injected externally and sensed
by the monitoring agents. The electronic market (EM) place offers
the means to carry out the overall dynamic optimization of EAM.
The operation of the simulator can along the following lines. 1.
Components/Sub-Assembly/Assembly request initiated by part
community. 2. EM- Monitoring agent senses the information and
invokes the process planning process through a Process Planning
agent. 3. EM- Market Place Communicates information to
Production Facility and supplier community (Bid Announcement).
The utility function should be a composite of cost and energy
requirements. EM will interface with the BOM or MRP to
compute material requirement. 4. Machines and other resources
bid to carry out the operations. When we have alternate process
plans, we have different machines bidding with different energy
budgets based upon their own ratings. 5. Similar process for
materials will be initiated by the supplier community. 6. Physical
facility agents send their bids on energy based upon their criteria
of the time of the day, environmental conditions etc. 7. EM-
Coordinating agent will have all these information and will
initiate through a market based control mechanism to arrive at a
Nash equilibrium that will corresponds to a solution that can no
longer be improved by individual communities. 8. Given the
current solution, the EM- Coordinating agent will invoke different
regulations (through the policies) to see their effect on the
solution. 9. After performing policy impact analysis, EM-
coordinating agent will communicate the detailed plans to
individual communities for final acceptance. 10. The visualization
agents can be invoked to see dynamic changes in each community
and each agent.

7. CONCLUSIONS

In this paper, we propose a conceptual framework to undertake
the development of the paradigm of EAM. We elaborated on three
research streams that are critical: Energy Computation,
Information Modeling and Simulation Development. The next
step is to develop the details related to each of these streams. Our
research so far on EAM shows that a well-designed simulator is
essential to define and enumerate performance metrics for EAM.
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ABSTRACT

A sustainable manufacturing systems design using processes,
methodologies, and technologies that are energy efficient and
environmental friendly is desirable and essential for sustainable
development of products and services. Efforts must be made to
create and maintain such sustainable manufacturing systems.
Discrete Event Simulation (DES) in combination with Life Cycle
Assessment (LCA) system can be utilized to evaluate a
manufacturing system performance taking into account
environmental measures before actual construction or use of the
manufacturing system. In this paper, we present a case study to
show how DES can be utilized to generate requirements
specification for manufacturing systems in the early stages of the
design phase. Requirement specification denotes the description
of the behavior of the system to be developed. The case study
incorporates use of LCA data in combination with DES. Data for
the model in the case study is partly provided through the format
supported by the Core Manufacturing Simulation Data (CMSD)
standardization effort. The case study develops a prototype paint
shop model, and incorporates alternate decisions on energy use,
choice of machines, and environmental bottleneck detection. The
study results indicate the potential use of utilizing DES in
combination with LCA data to generate requirements
specification for designing sustainable manufacturing systems.

Categories and Subject Descriptors
J.6 [Computer Applications]: COMPUTER-AIDED
ENGINEERING — Computer-aided manufacturing (CAM)

General Terms
Management, Measurement, Performance, Design, Economics,
Experimentation, Standardization.
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1. INTRODUCTION

Requirements specification plays a vital part during design
reviews when designing sustainable manufacturing systems. DES
can be potentially used to generate requirements specification
after considering what-if scenarios and analyzing alternative
models to reflect how a system performs in implementation. This
paper discusses how sustainability factors can be incorporated in
defining requirements specification using DES to provide decision
support for a more sustainable environment and society.

The paper is organized as follows: Section 2 presents a state of the
art on DES. LCA as a measurement tool in the context of DES is
described in Section 3. Section 4 presents a case study using an
automotive paint shop facility example to demonstrate how DES
in combination with LCA can be used. Section 5 provides
discussions and conclusions as to how the presented case study
can be generalized and used for decision support and requirements
specification for a sustainable manufacturing systems design.

2. DISCRETE EVENT SIMULATION

Simulation has been demonstrated to be a very effective approach
for problem solving and optimizing manufacturing systems
design. One of the primary application areas for modeling and
simulation is manufacturing system, according to Law and
McComas [1]. However, analysis and optimization of multiple
objectives is not very common in manufacturing simulation.
Detailed discussion of modeling and simulation can be found in
numerous books, among the best known are Banks et al. [2], and
Law and Kelton [3]. The technology of utilizing DES has been
rapidly evolving, hundreds of academic publications and new
software features are released every year. DES software and
languages have been used for numerous purposes, such as patient
flows in healthcare, military strategies, logistics, call centers,
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restaurants, etc. One of the most frequently stated objectives in
DES is profit optimization, i.e., analyzing which of the alternative
solutions is the most profitable over time. There are many other
criteria, which one could measure with DES. In the past, the
emphasis has been mainly on profitability. However,
environmental considerations are becoming more relevant and
require greater attention as long as humans continue to utilize
natural resources. DES and LCA is one possible combination for
analyzing the cause and effect of various scenarios where time,
resources, place, and randomness of input variables affect the
outcome in sustainable manufacturing design. This analysis is an
unexplored area; only a few research publications exist. The few
examples include: Solding and Petku [4] and Solding and
Thollander [5] both describe how DES could be utilized to reduce
electricity consumption for foundries. Ostergren et al. [6] and
Johansson et al. [7] describe how DES could be utilized in
combination with LCA for decreasing environmental impacts
during food production.

3. LIFE CYCLE ASSESSMENT FOR
DISCRETE EVENT SIMULATION

LCA is a methodology for evaluating the environmental impact
associated with a product during its life cycle. LCA can be
accomplished by identifying and quantitatively describing a
product’s requirements for energy and materials, and the
emissions and waste released to the environment. A product under
study is followed from the initial extraction and processing of raw
materials through manufacturing, distribution, and use, to final
disposal, including the transports involved, i.e., its entire lifecycle.
LCA is an ISO standardized tool [8-10].

Using LCA data in a DES model is a novel multidisciplinary
technique, which enables environmental impact evaluations of the
manufacturing system performance. To the best of our knowledge,
only three models of real world systems have been built so far,
which utilizes LCA data in a DES model. We discuss one such
system in the paper. The other systems were developed for
simulating a factory which produces sausages [6, 11, and a dairy,
which produces cultured dairy products [12].

4. CASE STUDY

To demonstrate a manufacturing planning scenario with an
emphasis on sustainability a simulation model has been built
based on the work flow schematic as shown in Figure 1. This
scenario presents a paint shop with six painting steps to set the
scene for requirements specification in an automotive paint shop.

Spray Booth
Body Base Clear .
Prep }—' Tag Rag H Coat H Coat H Oven Polishing

J'

Figure 1 shows six steps (Body Preparation, Tag Rag, Base Coat,
Clear Coat, Oven and Polishing) incorporated in the simulation
model. The model was created based on some earlier work [14-
17] as seen in Figure 2.

Figure 1. Example of paint shop processes [13]

A

Figure 2. 3D-representation of the paint shop test model

Table 1. Default settings for resources in the paint shop

o | e | T e | oven | poisn
Processing Times

Cycle time (Normal distribution) n n n n n n
mean (Seconds) 120 130 140 130 240 125
Standard deviation 2 4 1 3 2 1
Energy (kW)

Down 1 1 1 1 1 1
Idle 5 4 50 50 1800 50
Busy 20 18 500 500 1800 200
Failures

MTTF (Uniform distribution) u u u u u u
Min (Seconds) 1000 1200 1000 900 1000 900
Max (Seconds) 5000 5200 11000 10900 15000 4900
MTTR (Normal distibution) n n n n n n
Mean (Seconds) 240 260 600 590 1000 240
Standard deviation 2 3 2 3 2 3
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4.1 Input data

Each production step has a setting for the resource to be down,
idle, or busy. Down means disconnected from the power provider,
i.e., no electricity is used. ldle means that the resource is on
standby, i.e., some electricity is used. Busy means doing the work
cycle as such, i.e., electricity is used. Table 1 shows the input data
specifying the energy use from the default settings in the paint
shop model, as well as other data needed for setting parameters at
the resources of the model such as cycle times, MTTF (Mean
Time To Failure), MTTR (Mean Time To Repair), etc.

The data herein presented are for the purposes of demonstration of
our scenario and do not necessarily imply an actual paint shop
data.

4.2 Problem description

When designing a new manufacturing system certain production
goals and economic measures need to be fulfilled. For example
the production capacity is specified to be at least a certain level,
the cost of the manufacturing system needs to be within the
budget, and the environmental impact is expected to be below a
certain guideline value.

4.3 Goal

In this case study, the goals of the sustainable manufacturing
system are assumed as follows: 1. to reach a production capacity
of at least 50000 cars per year, 2. there will be no more than 500
metric tons of CO, emission per year, and 3. no new investment
in equipment for the existing factory. The current factory is
represented by the input data in Table 1, as well as the output data
from Trial run 1 in Table 2.

4.4 Experiments

In this case study, the number of input variables are simplified to
only a few choices as shown in Table 2. In a real world
application however, a variety of designed operating parameters
are considered based on the required system throughput. In the
experiments, the number of input data parameters can be varied
more extensively and practically anything feasible for a real world
change could be varied if necessary to bring forth sound

requirements specification for the considered manufacturing
system.

From the initial settings (Trial run 1 in Table 2), the oven had
been identified to be the bottleneck in terms of utilization as well
as energy consumption. Some trial runs were performed based on
different parameter settings. The settings included the energy
source, oven cycle time, and energy consumption as well as a
single or two ovens in parallel. The energy sources in the
parameter setting included wind, water, or a mix of energy
sources depending on the country where the factory is located.

The primary purpose of this simulation is to provide requirements
specification support data, and hence also provide support towards
designing a sustainable paint shop. In line with this effort, some
examples of measures are provided in terms of energy, throughput
and CO, based on the simulation runs. In Table 2, from the twelve
trial runs one can identify the bottlenecks, energy consumption
and CO, emissions due to energy type used in the paint shop. The
results presented in Table 2 are calculated by running the
simulation model. The model incorporates lifecycle assessment
data from an European Union LCA database as described in
Heilala et al. [14].

4.5 Results
Following are examples of conclusions arrived from looking at
Table 2:

e  The initial setting gives the lowest energy consumption
per produced car, as well as trial 3 and 5
e The Oven is the throughput bottleneck initially (trial 1)
e Decreasing cycle time for the oven with 60 seconds
does increase output of cars; however Oven is still the
bottleneck.
e By adding another parallel oven, the Base Coat will be
the bottleneck.
e Wind powered paint shop gives the lowest CO,
emissions (from energy) per car produced.
Note that these conclusions are not the only items to consider,
however they give more information needed and provide for a
better decision space that a normal non-discrete event simulation
analysis does.

Table 2. An example result of twelve simulation runs

Input parameter changed Output data from the simulation run
Oven eydle time and Total per year Total per car
energy use changed to |Energy source type| Mumber of Utilization Energy | CO: | Energy CO.
Trial run | 180 sec and 2400 kW used in factory |parallel Ovens | Bottleneck | Throughput| MWh | Tons kWh kg

1 1 1 | 1 Oven 36556 3121,72|1744.6| 854 4772 |
2 2 1 | 1 Oven 46620 4811,60 [2689.0) 1032 57.68 |
3 1 2 1 Oven 36556 3121,72] 19,0 854 0,52
4 2 2 1 Oven 46620 | 4811,60| 29,3 103,2 0,63
5 1 3 1 Oven 36556 3121,72| 759 B5.4 2,08
6 2 3 1 Oven 46620 4811,60| 1169 | 1032 2,51
7 1 1 2 Base Coat 53280 5458,83 |3050.,7] 102.5 5726 |
8 2 1 2 Base Coat 53280 5471,21|3057.7| 102.7 57,39
9 1 2 2 Base Coat 53280 5458,83| 33,2 | 1025 0,62 '
10 2 2 2 Base Coat 53280 5471,21| 333 | 102.7 0,63
11 1 3 2 Base Coat 53280 545883 | 1326 1025 249
12 2 3 2 Base Coat 53280 5471211329 | 102.7 2.50
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The left side of Table 2 shows the input data which is varied for
the twelve runs. Column one on “Input parameter changed” can
be set to either 1 for normal conditions or 2 for 180 sec cycle time
and 2400kWh. Column two shows which type of energy is used, 1
for an average country energy (i.e. mixed sources), 2 for wind
power, 3 for water power. Column three shows the number of
parallel ovens used in the model.

4.6 Discussions

The study results and output data are shown in Table 2.
Constraints from the stated goals of the study have to be
considered while analyzing the study results. To satisfy the goal
to produce at least 50000 cars per year, Table 2 output data shows
that trial runs 7-12 are feasible, however an investment in another
oven will need to be added to the process. The next goal is to
decrease the CO, emissions to less than 500 metric tons per year.
To reach this goal, standard fossil fuel energy cannot be used.
Alternatively wind or water powered energy will need to be used.
Table 2 shows trial runs 9-12 as feasible solutions with the use of
“green” energy alternatives. In order to minimize the investment
goal, the cycle time and energy consumption of the oven does not
need to be changed. This means trial run 9 or 11 will be the
preferred choice, depending on the energy cost from the power
provider. It may be worthwhile to notice that the wind power
could be a better choice than the water powered energy alternative
in terms of CO, emissions.

5 CONCLUSION

The study demonstrated that using the environmental measures
from a LCA database and traditional input data with cycle time,
disturbance data, etc. for discrete event simulation, new output
measures from the model can be used to identify and analyze
sustainable manufacturing system design and measures such as
energy consumption at the aggregated shop floor level, resource
level, and production throughput. Such analysis can also be useful
in identifying the bottlenecks on any environmental measure; in
this case the energy consumption and carbon footprint in relation
to energy source used.

The software used for building and evaluating this model was
developed under the SIMTER project as described in Heilala et al.
[14], Lind et al. [15], Lind et al. [16] and Johansson et al. [17]. To
our knowledge, this software solution is the first effort on
combining lifecycle assessment data directly into the discrete
event simulation engine.

6 FUTURE RESEARCH

Based on the described case study it would be desirable to be able
to represent sustainability related data in a neutral format. One
possible solution is to store and use sustainability and other
related data for discrete event simulation through the CMSD
(Core Manufacturing Simulation Data) specification [19],
developed under  Simulation Interoperability — Standards
Organization (SISO) [18, 19]. This will allow us to maintain
neutral and accessible measures for sustainability data.
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ABSTRACT

This paper puts forth a novel geometric metric for assessing
sustainability of a product. The purpose of the novel geometric
metric is to present sustainability aspects of a product, for its
entire life-cycle (material production, manufacturing, supply-
chain, use and disposal), to design engineers in a readily
comprehensible way. Achieving sustainability is critical for
minimizing the detrimental effects caused by global warming due
to modern equipment manufacturing, use and disposal. Impact of
various products on the environment, society and economy are
primarily locked in the design stage of the product. Therefore
engineers need a comprehensive metric to be used at the design
stage for designing a sustainable product. The paper first reviews
sustainability metrics and then focuses on the geometric metrics
for evaluating sustainability aspects of a product. Based on the
concept of areal coordinates, this paper constructs a preliminary
geometric metric for sustainability assessment.

Keywords

Sustainability, Geometric metric, Product life-cycle.

1. INTRODUCTION

Due to the current climate change scenario, the notion of
sustainability has recently gained wide interest. According to the
United Nations Environment Program, climate change is affected
by various human activities such as land use changes and fossil
fuel burning [1]. Although Sustainability is a common objective
of all entities over the world, its realization is difficult as it is
engulfed in myriad of political, societal, regional, technological,
economical, legal and geological issues. It is also quite evident
that sustainable development is a dynamic process by nature [2,
3], as the biosphere and conditions around the world are ever
changing and still quite unpredictable. Despite this
unpredictability, scientist, governments, industry, consumers etc.,
have realized that increase in global temperatures is very likely
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due to the increase in anthropogenic (human) greenhouse gas
concentrations. This increase in global temperatures, if not
curbed, will have a debilitating effect on the viability of the
biosphere to sustain life [4]. To impede and hopefully reverse the
debilitating climate changes that have occurred, sustainable
products should be designed.

A sustainable product can be defined by understanding the
meaning of sustainability or sustainable. The word “sustainable”
was first used with respect to its current usage as sustainable
development. Sustainable development is the development that
“meets the needs of the present without compromising the ability
of future generations to meet their own needs.” [5]. A definition
of sustainability according to the US National Research Council is
“the level of human consumption and activity, which can continue
into the foreseeable future, so that the systems that provides goods
and services to the humans, persists indefinitely” [6]. Other
authors (e.g., Stavins et al. [7]) have argued that any definition of
sustainability should include dynamic efficiency, should consist
of total welfare (accounting for intergenerational equity) and
should represent consumption of market and non-market goods
and services.

In this paper, sustainable product would imply that the product is
sustainable in all aspects (society, economy and environment)
throughout its entire life-cycle from material production to
manufacturing, supply chain, use and disposal of the product.

This paper puts forth preliminary work for a novel geometric
metric for evaluating sustainability of a product. The next section
discusses product life-cycle and interaction of sustainability
aspects. Section 3 summarizes life cycle assessment method.
Then, section 4 discusses various metrics and related efforts for
sustainability assessment. Section 5 puts forth the notion of the
novel geometric metric.

2. LIFE CYCLE ASSESSMENT

Life cycle assessment (LCA), have been developed by
International Organization for Standardization (ISO) [8], for
assessing the environmental impacts of products. By including the
impacts throughout the product life cycle, LCA provides a
comprehensive view of the environmental aspects of the product
or process. LCA has been widely popular for identifying
environmental impact of a product or process. LCA methodology
has been incorporated into several commercial (SimaPro [9] and
GaBi [10]), governmental (TRACI [11], BEES [12]) and
academic environmental assessment tools (EioLCA [13], and
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Figure 1: Different stages of a product life-cycle, including the material handling stages and the planning stage (design).

EcologiCAD [14]) One of the important aspects of LCA is that it
is able to present environmental and economic impacts in an
aggregated manner.

Despite the large application of LCA, it has been attributed with
some drawbacks related to (a) System Boundaries (b) Data Issues
and (c) Methodology Issues such as (Weighing methods,
Aggregation methods and Comparison across indices)[2, 15-20].
The methodology issues are related to the selection of appropriate
metric for comparing products.

3. PRODUCT LIFE-CYCLE AND
SUSTAINABILITY

As shown in Figure 1, there are several stages in a product life-
cycle. At the design and planning stage, function identification,
geometry and material optimization, overall manufacturing,
supply chain, and disposal planning is conducted. Then the design
documentations are passed to the manufacturing stage.

Manufacturing, supply chain, and disposal of the product are
further planned (refined) before actual handling of material.
Therefore, there is a need of sustainability related decision
support at different levels; at the design stage and at the individual
manufacturing, supply chain and disposal stages. The
sustainability impact of the entire product life-cycle can be
estimated with the following equation

S =S, atprod T Simanu TS

where, Spaprod represents sustainability impacts from the material
production, Spa,  represents  sustainability impacts  for
manufacturing, etc.

manu + SUSE + S (1)

supply disp

Each of the sustainability terms in equation (1) can be further sub-
divided based on its influence one or a combination of aspects
from society, economy or environment.
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4. METRICS FOR SUSTAINABILITY
ASSESSMENT

In this section we will discuss various issues related to
sustainability and environmental metrics and some examples of
metrics studied in the literature.

4.1 Metrics Classification

Scoping sustainability and defining clear system boundaries are
critical for properly defining metrics for sustainability assessment
[21]. Various metrics developed so far to measure the progress
towards sustainability have been classified by Mayer [2] and Jain
[22] into: &) indicators, b) indices and c) frameworks. In a recent
article by Sikdar, indicators were identified as 1-D metric as they
would quantify changes in only one of the bottom lines of
sustainability [23]. Indices could be a 2-D metric or 3-D metric, in
a sense that they could quantify changes in either two or three of
the bottom lines of sustainability.

4.1.1 Indicators

Indicators basically measure a single parameter of a system, e.g.,
CO, emission or energy use. A detailed survey of indicators has
been presented in Patlitzianas et al. [24]. Keffer et al. propose a
framework for developing a classification of indicators [25]. In
the framework, indicators are classified based on aspects and
categories. Categories are broad areas of influence related to
environment, economy and society, referred to as the triple
bottom line of sustainability. Aspects are defined as general type
of data that is related to a specific category.

4.1.2 Indices

Indices are basically aggregates of several indicators, e.g.,
Ecological Footprint [26] (a ratio of the amount of land and water
required to sustain a population to the available land and water for
the population) or Environmental VVulnerability Index (consists of
indicators of hazards, resistance and damage). Indices represent a
single score by combining various indicators of different aspects
of a system.
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Key requirements and rigorous mathematical requirements for
sustainability indices are proposed in Bohringer and Jochem [27]
and Ebert and Welsch [28], respectively. The strengths and
weakness of several sustainability indices are compared by Mayer

[2].

4.1.3 Frameworks

Frameworks present large numbers of indicators in qualitative
ways, e.g., the vulnerability framework [29] or the CRITINC
Framework [30]. Frameworks do not aggregate data in any
manner. An advantage of frameworks is that the values of all
indicators can be easily observed and are not hidden behind an
aggregated index. The disadvantage of using frameworks is that
they are hard to compare over time although this is possible by
using Hasse diagrams [31]. A brief review of sustainability
frameworks is provided by Mayer [2].

4.2 Examples

In this section we will survey metrics and their categories that
have been used to evaluate products from manufacturing
enterprises.

4.2.1 Sustainability Metric

Sustainability metric should include impacts from not just
environmental aspects but economic and societal aspects of the
entire product life-cycle. In this regard, Datschefski proposed that
the sustainability of a product should be measured using
recyclability, safety, efficiency, use of renewable energy and
social effects [32].

4.2.2 Environmental impacts Metric

A review of eco-indicators used in product development is
provided by [33]. Environmental impacts metric have been
classified into quantitative (Material Intensity per Service Unit
(MIPS), Cumulative Energy Demand (CED), and Ecolndicator 95
(E195)) and qualitative metrics in [34, 35]. As quantitative
methods, were analyzed.

4.2.3 Geometric Representations

The sustainability metric can be represented as a single
aggregated number or represented geometrically. The geometric
representations can be in the form of (a) multidimensional
geometric representation (b) spider chart [36] also known as radar
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(b)

Figure 2: (a) Spider Chart or Radar Graph, (b) Modified Spider Chart as demonstrated by the pharos project [39].

graph [37], ternary plot, ternary graph, triangle plot, simplex plot,
or de Finetti diagram (c) simplified graphs and tables and (d)
annotated /colored CAD or PLM product design [38]. Figure 2
demonstrates two different forms of spider chart.

5. GEOMETRIC METRIC

The purpose of creating the geometric metric is to provide the
sustainability related information to engineers in a graphical
manner. The geometric metric will be constructed from a basis—
simplex and described with areal coordinates, a method from
affine geometry [40].

5.1 Areal Coordinates

For a geometric metric of three-dimensions, four (3+1) basis-
points (o3..04 ) positioned arbitrarily will be utilized to create the
three-dimensional space. (It is only necessary for affine geometry
that the positions for basis-points o;..c4 be independent.) A
geometric metric for sustainability of three-dimensions would
consider three sustainability aspects that can be converted /
normalized to have a single unit.

At the four basis-points place four masses &;, A, A3, and A4 that
may be positive or negative. So long as A, + A, + Az + A4 = 0, the
position of o , the centroid of these masses, is uniquely
determined by the linear combination

@

and o can assume any position in the space of o;..0, by varying
A4 e.9. for Aq..A, all positive, o identifies any point inside
tetrahedron ©,0,0304. The four masses A,..A, are the barycentric
coordinates of o, yet, note that the position of ¢ depends only on
three independent ratios of these magnitudes. Consequently, the
four A; can be normalized by setting A; + A, + A3 + A, = 1. Then,
they are areal coordinates and

(A + Ay + Ag + 4, )0 = 140y + Ay0y + AgGs + 140,

@)

In three-dimensional space, the basis-simplex is a tetrahedron. In
n-space the tetrahedron for dimension 3 generalizes to the n-
simplex. The simplex occurs in spaces of all dimensions: in
dimension zero, it is a point; in dimension 1, a line-segment; in 2,
a triangle; in 3, a tetrahedron; in 4, a four-simplex; etc. Non-
regular simplexes occur in all spaces of dimension 2 and higher;

o =0, + 4,0, + 4305 + 4,0,



they are formed simply by spacing some or all of the vertices at
different distances from each other.

Figure 3: Basis-simplex used to create a three-dimensional
geometric metric.

5.2 Metric Use

A sample basis-simplex and axes mapped on the simplex is shown
in Figure 3 and Figure 4, respectively. The metric also shows
emissions, carbon weight [41] and global warming potential [42]
as axes mapped on the simplex. All of these impacts can be
converted into the units of GWP (Global Warming Potential).

Emissions

Carbon

Global
Warming
Potential

G2

Figure 4: An example of a geometric metric constructed using
the basis-simplex in Fig 3. The metric also shows Emissions,
Carbon Weight and Global Warming Potential as axes
mapped on the simplex.

Based on the inherent inter-relations between emission, carbon
weight and GWP and the effect of a particular product life-cycle,
a designer may want to specify an allowable limit for the
particular stages of the life-cycle of the product. These limits will
take some shape geometrically in the hypothetical space of the
geometric metric. One such sample shape (the shape is shown just
as an example and does not represent the real inter-relation
between these three axes) is shown in Figure 4 as a cylinder.
Similar shapes from different stages of the product may be
combined together (equation (1)) to obtain the possible total
impact for the entire life-cycle of the product.

The combination of these geometric shapes can be obtained
through a process known as Minkowski Sum, which is defined as
the vector sum of points on geometric shapes. Minkowski Sum
has applications in image processing, robotics [44,45], CAD [46,
47], spatial planning, graphic arts, animation [48,49] and
tolerance analysis [50, 51].
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Figure 5 (a) Minkowski sum of two shapes; 1-dimensional line
and 2-dimensional circle and (b) Minkowski sum of four 3-
dimensional convex polyhedral (figure from [50]).

5.3 Example Metric

Let us consider a simplified case for constructing a simple metric.
Consider the electricity consumption and carbon weight at the
manufacturing stage. Data is available in [43] relating electricity
consumption and carbon emission in different states across United
States of America. If energy (electricity) and carbon weight are
considered as two impacts from the manufacturing stage of a
product, then the set of lines shown in Figure 6 can be obtained.

80
= = Arizona
70
Maryland
0 60 Wass;ington /
gl
Bounds / /

Carbon

20 60
Electricity in KWH

Figure 6: Set of lines as a geometric metric for representing
electricity use and carbon weight.

As is quite evident from the allowable bounds set by the designer
that for the same amount of electricity consumption there will be
higher amount of carbon weight associated. Currently, the
shape/slope of the bounding lines is selected based on the average
slope of the lines available for all the states.

6. FUTURE WORK

Although a very preliminary study is presented in this paper for
developing the geometric metric for assessing sustainability, the
geometric metric can be easily extended to include many more
aspects of sustainability. In future the author would build different
manifold geometries in n-dimensional space, will be obtained
such as curves, open surfaces, closed surfaces, hyper-curves and
hyper-surfaces based on n-impacts selected from a particular
stage of the life-cycle. Since, not all sustainability aspects can be
converted to have same units; a set of these geometric metrics
would be created. More over each stage of the product life-cycle
will have a complete set of these metrics. The aggregation of
these sustainability impacts from different stages of the life-cycle



would be accomplished using minkowski sum of the respective
geometric metric.
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ABSTRACT

Our earlier work on robot mission reliability provides tradeoff
analysis between input parameters such as mission success rate,
robot team size, and robot component reliability, but only for
specific tasks. Here we take a more comprehensive approach in
order to draw more general conclusions about robot mission
reliability. The approach is based on a mission taxonomy coupled
with detailed reliability analysis of each of the resultant mission
classes. This paper describes initial work towards that goal.

In this paper we present the above-mentioned taxonomy, which
divides planetary robotic missions into subgroups with common
characteristics with respect to the time proportion of tasks
involved in the missions. For a given mission class, we show how
a mission designer can obtain the optimum robot configuration in
terms of robot team size and component reliability that maximize
mission success rate under a budget constraint.

Categories and Subject Descriptors

B.8.2 [Performance and Reliability]: Performance Analysis and
Design Aids;

G.3 [Probability and Statistics]: reliability and life testing,
stochastic processes, survival analysis

General Terms
Performance, Design, Reliability.

Keywords
Mission design, planetary robot, mission taxonomy, reliability,
mission cost, failure, robot configuration optimization.

1. INTRODUCTION

Planetary robots built for NASA by the Jet Propulsion Laboratory
are notable for their extremely high reliability. To achieve this
magnitude of reliability, the robots make use of some of the most
reliable components available and provide high redundancy in the
design. This design paradigm comes at high financial cost,
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however, both in the development cost of the robots and in the
ongoing operational costs.

One good example of the high cost of NASA robots is the Mars
Science Laboratory (MSL). The mission was given the highest
scientific priority in NASA’s Mars Program of 2002, but then
delayed in the 2006 plan as a result of cost constraints [1]. MSL
was initially approved at a budget of approximately $1.5 billion
[2], but the budget for the mission kept rising until it reached $2.3
billion [3], of which $1.6 billion was development costs for the
rover, its instruments and the spacecraft. The fiscal problem has
led to the thought of continuing the over-budget MSL mission at
the expense of delaying or even cancelling other projects [4].

MSL is one of many in-situ planetary missions NASA plans to
launch in the future. If these future robots follow legacy designs,
then the increasingly demanding future missions will require
robots to be built using components of order-of-magnitude higher
quality, rendering the mission eventually infeasible from a cost
and availability standpoint.

Reduction of robot development costs can be achieved if overly
reliable components are exchanged for ones more in line with the
mission requirement. For this, it is necessary to consider the
impact of reduced component reliability on the overall mission
risk. It is also necessary to regard risk not simply as something to
be minimized to the greatest extent possible, but instead as a
quantitative design factor to be traded off against other design
factors in order to seek an optimal mission configuration.
Therefore, tradeoff analysis between mission risk, component
reliability and cost is crucial.

A quantitative methodology for doing so has been proposed in our
previous work [5] and [6], but has only been used on a limited
number of specific examples. As a result, a mission taxonomy is
desirable in order to characterize and examine the full range of
planetary robotic missions.

A number of taxonomies for robots, robot tasks, and robot teams
have been proposed. For instance, [7] provides a taxonomy that
classifies multirobot teams in terms of team size and composition,
communications, and processing capability. Reference [8]
provides a taxonomy which classifies multirobot tasks in terms of
criteria such as time, energy and robot capabilities, and [9] & [10]
present a taxonomy which categorizes robot tasks in terms of the
amount and type of human-robot interaction involved.

In order to have fundamentally different reliability characteristics
and therefore tradeoff relationships among mission classes, we



hypothesize that it may be sufficient for the amount of time spent
using various modules to differ significantly.

Our taxonomy differs from the taxonomy mentioned above in that
it classifies robot missions with respect to the time proportion of
the tasks involved in the missions. The breakdown of the time
proportion of the tasks in a mission is important for analyzing the
nature/emphasis of a mission.

Drawing from the NASA Roadmap for the exploration of the
Solar System over the next 30 years [11] and Mars Exploration
Program [1] & [12], we propose three mission classes formed
from a set of tasks, which we call “Basic Activities”, defined in
the next section.

Using the method we introduced in a previous paper [6], we
characterize each of the mission classes via state transition graphs
and investigate the time proportions of basic activities for the
various mission classes. Extending our work in [5], we explore
the abovementioned tradeoffs by finding the global optimum
robot configuration with respect to the cost and reliability for a
specific mission class and setting.

We expect significant differences in time allocation of the basic
activities to be reflected in significant differences in the character
of the tradeoffs.

2. ROBOT MISSION TAXONOMY

2.1 Taxonomy Criterion

In generating a mission taxonomy, it is crucial to create a standard
feature with respect to which different missions are compared and
classified. It is also important that the feature be quantifiable so
that the classification generated can be studied analytically.
Identification of this key feature will allow its systematic
variation in the step of determining mission reliability. In this
light, we attempted to answer the following three questions:

1.  Can different types of missions be identified?

2. If missions can be identified, can their features be
isolated?

3. If features of a mission can be isolated, can they also
be tailored to form another type of mission?

We comprehensively surveyed future in-situ planetary robotic
missions from the NASA Solar System Exploration Roadmap
(SSER) and Mars Exploration Program (MEP) and identified
several fundamental tasks, independent of each other, that are
present in all of the missions but exist in different proportions.
The mix of these fundamental tasks, which we term “Basic
Activities”, is the feature with which we measure and compare
different missions. We quantify the proportion of a basic activity
in a mission in terms of percentage by comparing the time spent
in that particular task to the total mission time.

Analyzing every mission instance we encountered in the roadmap,
we concluded that a mission can be characterized using the
following nine basic activities:

1. Traverse (e.g., driving, flying)

Subsurface Access (e.g., drilling, grinding, digging)
Instrument Deployment (e.g., manipulator, camera)
Sampling (e.g., image, soil)

Assembly

gk~ w
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6. Communication
7. Sample Analysis
8. Recharging

9. Idling

We do not expect the percentage proportions of basic activities
that constitute a specific mission class to be absolutely fixed.
Rather, they will fall into a range such that the character of a
mission significantly changes only when the proportions exceed
that range.

Initially, we performed qualitative separation between mission
classes, thus determining the range mentioned above, based on
our analysis of SSER and MEP. Afterwards, we will ground-truth
the qualitative boundaries we made for each mission class
quantitatively using the methodology outlined in subsection 4.1
and use the resulting boundary for differentiating between
missions.

2.2 Mission Classes

For the purpose of generating the taxonomy, we did a
comprehensive study of the following NASA-proposed in-situ
robotic operations:

- Europa Explorer, Europa Astrobiology Lander,

- Titan Explorer,

- Venus In-Situ Explorer, Venus Mobile Explorer, Venus
Sample Return,

- Neptune-Triton Explorer,

- Lunar South Pole-Aitken Basin Sample Return,

- Mars Pathfinder-Sojourner, Mars Scout Phoenix, MER,
MSL, Astrobiology Field Laboratory, and

- Comet Cryogenic Nucleus Sample Return

Based on the above study, we propose categorizing missions into
three classes followed by their examples:

1. Search and Exploration Mission:
a. Search for biomarker signatures
b.  Search for water resources
c.  Surface mapping

2. Sample Acquisition and Composition Analysis Mission:
a. Surface rock sampling
b. Organic materials sampling
c.  Analysis of chemical and isotopic
composition of surface

3. Construction Mission:
a. Radiation shielded habitat construction
(Lunar)
b.  Lunar outpost construction (Lunar)

In order to validate the above classification scheme, we use the
methodology introduced in our previous work [6] by
stochastically simulating a mission class using a state transition
diagram. Each state in the diagram corresponds to a basic activity.
The process flow and the resulting time proportion of the basic
activities are explained in subsections 3.1 and 4.1, respectively.



3. CONSTRUCTION MISSION SCENARIO

3.1 Mission and Environment

Due to NASA’s strong interest in building permanent bases in
planetary environments, we use the taxonomy above as a
framework to consider a Construction Mission class in a planetary
environment to install modules at several sites using a team of
robots. The installation task consists of carrying modules from a
module depot to the designated sites and then assembling them.
We extend our previous work of simply carrying a module to a
site and repeating the task [5] into a more mature scenario that
better resembles a general planetary in-situ construction mission.
This allows us to consider energy limitations on the robots and
further elaborate the robot model and the working environment.

Based on [13] and [14], we envision that in a construction mission
at least three types of location would exist: a battery recharging
station (i.e., solar panel plant, robot base), a module depository
and the construction sites. As also stated in the literature, we
expect that in a planetary environment there exist areas that
receive steadier sunlight; thus, solar power generation on a
stationary site would be more efficient than on the peripatetic
robots, which would potentially work in a shadowed and dusty
environment. However, our methodology also works in the case
where a site co-locates with another or in the case where all of
them co-locate in one place.

This environment model is shown in Figure 1. The locations are
represented as nodes with the distance between locations written
as weights (in meters) on the edges. Connected nodes show the
possible paths the robots can take. We selected the weights in the
figure as our baseline model and varied them in the simulation.

For the purpose of the reliability analysis, the mission is broken
down into seven basic activities:

1. Transit to the module depot
2. Fetch modules
3. Transit to the construction site
4. Stack modules
5. Assemble modules
Repeat 1 - 5 until all sites are completed.
6. Communicate with other robots after every subtask.

7. When needed, return to the recharging site (via depot as
checkpoint) and replenish battery.

Figure 1. Environment model in graph diagram.
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Each robot works independently of the others and coordination to
avoid overlapping tasks (e.g., carrying more modules than
needed, assigning more robots than needed to install a module,
etc.) is done by communication among the robots after the
completion of each subtask. In the case of a failure of a robot, a
new spare robot will be deployed from the headquarters to
continue the mission. The mission is considered a success when
all the necessary modules are installed at the sites.

3.2 Robots and Components

For this analysis we assume that the robots are identical. Making
appropriate inference from various sources [14], [16], we assume
each robot weighs 174 kg and uses two 7.15-kg lithium ion
batteries (150 W-h/kg) for energy storage. The power
consumption model used in the simulation is listed in Table 1.
The robot velocity is assumed to be a constant 0.1 m/s throughout
the mission.

The robot subsystem reliabilities are listed in Table 2. The
subsystem reliability data were derived from component
reliability data provided by the Jet Propulsion Laboratory and are
representative of components used in NASA’s planetary robots.
The usage times of each subsystem for each basic activity are
shown in Table 3. These usage times were assigned using
reasonable assumptions about the relative durations of different
activities and the relative usage of different modules.

We used the above-described model and the methodology in our
previous work [6] to calculate the probability of subsystem
survival for a given mission activity. In this calculation, we
assumed that the battery recharging task is always successful and
hence excluded it from the reliability consideration. We also
assumed that the recharging station is always capable of
generating maximum energy and fully recharging batteries
regardless of climate disturbances, e.g., dust storms, dust build-
up, Or poor sun exposure.

Table 1. Power consumption model

Basic Activity Power Consumption
Traverse 150 W
Instrument Deployment 52 W
Communication T4 W
Assembly 52 W
Idling 15W

Table 2. Robot subsystems and reliabilities

Subsystem MTTF (h)
Power 4202
Computation & Sensing 4769
Mobility 19724
Communications 11876
Manipulator 13793




Table 3. Subsystem usage by task in minutes using baseline

constant in Table 1

Transit Fetch / Transit
Subsystem (Solar Plant Stack (Depot-Site)
-Depot) Modules P
Power 33.33 60 4.17
Computa}tlon & 33.33 60 417
Sensing
Mobility 33.33 30 4.17
Communications 0 0 0
Manipulator 0 60 0
Module —
Subsystem Assembling Communication
Power 300 15
Computa}tlon & 300 15
Sensing
Mobility 120 0
Communications 0 15
Manipulator 300 0
4. APPROACH

We generated a state-transition diagram for the Construction class
mission based on the mission flow described in subsection 3.1.
The state machines represented by the diagram are then
implemented in simulation software. The simulation is repeated
many times, with the average score of all trials giving the overall
probability of mission completion (PoMC).

For this mission scenario, once the mission flow, the basic
activity durations and the baseline module reliabilities are fixed,
then the input variables are:

- Number of installation sites

- Number of modules to be installed per site

- Number of robots

- Number of spare robots

- Reliability of the components used

- Maximum number of modules a robot can carry

- Distance between recharging site and module depot
- Distance between module depot and installation sites

Thus, POMC and the time proportion of the basic activities are
functions of these input variables and varying these variables
results in a change in the output POMC and the time proportion.

4.1 Time Proportion of Construction Class
Given the hyper-dimensionality of the model, we simplify the
analysis by varying only one variable at a time and fixing the rest,
and looking at the relationship between the varied variable and
the time proportion of the basic activities in the Construction
mission class as well as PoOMC.

Graphically, this means that we are reducing the dimensionality
of the model by only analyzing a slice of the hyper-plane at a
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time. Intuitively, the function of PoMC with respect to the
variable being varied and the time proportion would only be valid
at that particular slice and might not hold at different set of values
of the remaining variables. In that light, here we would like to see
how much the time proportion of the basic activities will vary for
different slices of the hyper-plane.

In every simulation with mission success rate greater than zero,
we record the time spent on the basic activities. We set the
baseline variables as shown in Table 4 and then increment the
variable to be varied along the x-axis from the minimum to the
maximum expected value.

Our result shows that the time proportion of the basic activities in
the Construction mission class does not vary greatly between
different slices of the hyper-plane (see Table 5).

Our sensitivity analysis shows that the number of installation sites
and the number of modules to be installed per site have small
influence on the time proportions. Intuitively, an increase in the
amount of work (i.e., number of sites and/or modules) leads to an
increase in the time share of module assembling. However, due to
the limitation on the number of modules that a robot can carry, the
robots are forced to return to Depot to fetch more modules, hence
increasing the time proportion of other activities, as well (see
Figure 2).

The variables that have the most influence on the time proportions
are the number of robots deployed and the distance (i.e., Solar
plant to depot, depot to construction sites) to be travelled by them.
For the latter, the reason is straightforward: an increase in either

Table 4. Baseline constants used in the simulation

Variable Value
#Sites 10
#Modules/site 5
#Robots 2
#Spare robots 0
%MTTF 100%
#Module capacity/robot 3
d(Solar Plant - Depot) 200
d(Depot — Site) 25

Table 5. Time proportion in the Construction class mission

Basic Activities % of Mission Time (x2%)
Traverse 4
Instrument Deployment 21
Module Assembling 47
Communication 17
Recharging 11
Idling <1
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Figure 2. Varying number of installation sites.
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of these distances directly increases the time spent in Traverse,
thus increasing its relative proportion to the remaining basic
activities. For the former, increasing the number of robots
proportionally increases the amount of coordination (hence,
communication) among the robots. By fixing the amount of work
(i.e., number of sites and/or modules), the coordination to avoid
overlapping tasks between the robots causes deploying more
robots to result in some of the robots’ being idle (see Figure 3).
However, if the amount of work increases proportionally with the
number of robots deployed, then the time proportion of the basic
activities will follow the general proportion described in Table 5.

Indeed, the resulting time proportion significantly depends on the
robot work rate in performing an activity (see Table 3). However,
we also have confirmed that the time proportion for each activity
does not fluctuate drastically (still falls within a small range) and
observed the same sensitivity pattern in different models.
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#—a Module Assembling
&—& Communication
@—a Recharging
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Figure 3. Varying number of robots.

4.2 Designer Questions
In the conceptual mission designing phase, a mission designer
might ask questions such as:

Given a fixed budget and a fixed number of sites to build,
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1. Which configurations of robots in terms of team size
and robot component reliability (%MTTF) give the
highest mission success rate?

2. Which is better, a smaller number of robots with highly
reliable components or a larger number of robots with
less reliable components?

4.3 Cost Function

We adopt the general relationship of reliability and cost, where
cost is an exponential function of component reliability. The
exponential relation means that, the higher the reliability of a
component, the smaller increase in reliability per unit
expenditure. We assume that the robot component cost is a linear
combination of two types of cost function: component material
cost and production cost where each is represented as an
increasing exponential function. The total cost function (robot
component cost) is then given as follows:

CiRl = kg™ 4 g~ Q)
where
R = percentage of component reliability compared to
the baseline model
k, = the weight of component material cost
c, = the weight of component production cost
k. ks.0o.co = parameters  to  adjust  the initial  cost

(when R=0%) and the cost when R=100%

For analysis purposes, we assume that the component material
cost and production cost contribute equally to the total component
cost. We also assume that there is still a cost to be incurred even
when producing a poor-quality component (i.e., reliability R=0).
For this purpose, we set the parameters k, , k.. k5. c5.c; such that
the initial component cost (when R=0) is 20% of the total budget.
Note that k; = ¢; fort = 1,2,3. The details of the parameters are
given in Equation 2 and a plot of the cost function for different
robot team sizes is shown in Figure 4.
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Figure 4. Component cost (=material cost and production
cost) as a function of component reliability (%6MTTF).



It is noteworthy that our methodology works with any cost
function. The cost model described here serves as an alternative
example to the cost model used in [5], which was taken from
reference [15]. Both cost models are monotonically increasing
functions of component reliability. However, the latter has a
drastic gradient between low- and high-reliability components
such that the cost of a high-reliability component is very high
(i.e., an increase in 5% component reliability from 90% reliability
to 95% reliability would result in a large price increase from 60%
to 100% of the baseline cost) and the cost of a low-reliability
component is very low (i.e.,, an increase in 40% component
reliability from 40% reliability to 80% reliability results only in
minor price increase from 40% to 47% of the baseline cost). It is
possible to attenuate the extreme to some extent by lowering the
feasibility parameter provided, but the maximum achievable
reliability will also be greatly lowered.

The cost model we propose here provides a more gradual increase
in unit expenditure per increase in component reliability. In
subsections 4.4 & 4.5, we will observe the outcome of the
reliability tradeoff using both cost functions.

4.4 Optimizing Robot Configuration

Using the cost model from the previous subsection, we seek to
optimize the robot configuration for the Construction mission
class with respect to the criteria posed in subsection 4.2.

A mission designer would presumably like to design as reliable a
system as possible under budget constraints while achieving the
highest possible mission success rate. This issue relates closely to
our tradeoff model between component reliability (%MTTF),
robot team size, cost and probability of mission completion
(PoMC). The idea is to come up with a robot team size with a
certain component reliability that can maximize PoMC under a
fixed budget.

In Figure 5, using the data listed in Table 4 as the input variables,
we plot several tradeoff relations between component reliability
(%MTTF) and mission success rate (PoMC) for different robot
team sizes (from 2 to 5 in red, brown, green, yellow lines). We
have also fitted a curve to these points, allowing this equalizing
%MTTF to be estimated for intermediate points without running
additional simulations. The black horizontal line shows the PoOMC
for the baseline configuration (1 robot with 100% component
reliability).

Based on the cost model for one robot (Equation 2), we calculate
the respective budget needed for 2 to 5 robots. By doing so, we
are able to compute the maximum achievable component
reliability (%MTTF) under the budget constraint for each team
size. This is shown as dashed vertical lines in Figure 5.

The intersection between the dashed vertical lines and the PoMC
curve (a function of %MTTF) then gives the maximum
achievable PoMC for each team configuration (using the
maximum achievable %MTTF) given the budget constraint.

In this graph, we have 4 intersections (for 2 to 5 robots). Analysis
of all the intersections shows that in this mission scenario of the
Construction mission class, a configuration of 3 robots with
31.9% MTTF of the baseline reliability (see Table 2) gives the
highest probability of mission success under the budget
constraint.
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Figure 5. Tradeoff between %MTTF, POMC and Cost for
various team sizes when #Sites = 10.

Mission designers may replace the component reliability — cost
model utilized here with their own. Obviously, using a different
cost model would potentially result in a different optimum robot
configuration. For example, with the same initial component cost
(when R=0) of 20% from the total budget, using the cost model
we utilized in our previous paper (Bmin = 0. Rpme = L.f = 0.8)
[5] would result in a robot team size of 4 with 52.7% MTTF of
the baseline reliability being the optimum configuration under the
budget constraint.

4.5 Robot Team Size-Reliability Tradeoff
Previously in [6], we answered this tradeoff question by providing
an example of how a team of 4 robots with less reliable
components has a higher mission success rate (PoMC) than a
team of 2 robots with more reliable components. Here we would
like to corroborate that statement and extend the analysis by
observing it through the optimization methodology described
above.

Using the same scenario as in the previous subsection and the cost
model from Equation 2, we increase the number of construction
sites from 10 to 50 and plot the tradeoff graph in Figure 6. Note
that increasing the number of construction sites also increases the
mission duration. In the figure, we can see that the optimum robot
configuration is no longer 3 robots with 31.9% MTTF of the
baseline reliability, but 2 robots with 57.1% MTTF of the baseline
reliability. In other words, increasing the mission duration causes
the preferred configuration to move in the direction of fewer
robots with higher reliability.

Our analysis shows that there exists a turning point where a larger
robot team with less reliable components will perform exactly the
same (in terms of PoMC) as a smaller robot team with more
reliable components when we increase the amount of work (i.e.,
number of sites and/or modules). Going beyond that turning point
results in the smaller robot team with more reliable components
producing a higher mission success rate.

The turning point can be explained from the reliability
engineering point of view. Reliability is a function of time where
the reliability of a component with a constant hazard rate is equal
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Figure 6. Tradeoff between %MTTF, POMC and Cost for
various team sizes when #Sites = 50.

to one at the beginning of the service life and decays
exponentially towards zero. Thus, using components with reduced
reliability compared to the baseline component will result in
shorter service life and higher failure probability for prolonged
usage.

Since we assumed that a failure of any single component leads to
a failure of the entire robot, the robot using the components with
reduced reliability will likely have a smaller mission success rate
for longer mission duration. Likelihood of mission failure can be
compensated for by increasing the number of robots. However,
this compensation may not be enough to cover the loss in
component reliability, especially when the budget is constrained.

Consider a simple example where a robot has a total system
reliability expressed in MTTF (hour) of 4202. The budget
constraint allows us to double the number of the robots while
halving the component reliability of both robots. Now, we
compare the mission success rate for both configurations of 1
robot with 4202 MTTF(h) and 2 robots with 2101 MTTF(h). The
mission success condition is such that one robot must stay alive in
order to complete the mission. For 4000 hours of usage, the
mission success rates (PoOMC) for both configurations can be
calculated as follows:
400
1 robot, 4202 MTTF(h): PaMC = & 42z = 0.38¢

2 robots, 2101 MTTF(h) each:

400D
For 1 robot, PoMC = & ™7 = 0.149
For 2 robots,
PobC = 0.14%% + 2 % 0.143 % 0851 = 0.27¢

Now, we do the same calculation for a mission of 1000 hours:

i

1 robot, 4202 MTTF(h): PoMC — & s — 0.70C
2 robots, 2101 MTTF(h) each:

100D

For 1 robot, PoMC = & e = 0.6 21

For 2 robots,
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PoMC =0.621% + 2 % 0,621 % 0,379 = 0.85¢

Here we can see that for the prolonged 4000 hours mission, for 2
robots 2101 MTTF(h), the loss in PoMC due to the halved
component reliability is 0.237 (= 0.386 - 0.149). However, the
compensation of doubling the robot number only increases PoMC
by 0.127 (= 0.276 - 0.149), which is not enough to cover the loss
in POMC due to reduced component reliability. In the shorter
mission of 1000 hours, the loss in PoMC due to halved
component reliability is 0.167 (= 0.788 - 0.621) and safely
covered by the increase in POMC of 0.235 (= 0.856 - 0.621) due
to the doubling of the number of robots.

In this light, our analysis of various tradeoff cases suggests that,
for relatively short missions, the POMC gain per robot number
increase has the likelihood to be larger than the loss of POMC per
component reliability decrease. For relatively long missions, the
loss is typically greater than the gain.

Because the maximum achievable number of robots is dependent
on the component reliability — cost model, the location of the
turning point is also dependent on the cost model. If the cost of
mass-producing robots with low-reliability components is cheap
enough that POMC gain per robot number increase is always
larger than POMC loss per component reliability decrease, then
the optimization methodology described in the previous
subsection would have the general tendency to increase the robot
team size and use lower-reliability components.

5. CONCLUSIONS

This paper presents a general framework to explore the tradeoffs
among cost, component reliability, and robot team size in
planetary robot missions. We comprehensively surveyed every
mission instance proposed in NASA’s Solar System Exploration
Roadmap over the next 30 years [11] and Mars Exploration
Program [1] to generate a mission taxonomy. We propose that any
mission instances can be characterized by a set of basic mission
activities and categorize planetary robot missions based on the
time proportion of the activities into three classes: Search and
Exploration, Sample Acquisition and Composition Analysis, and
Construction. We examined a general mission scenario in the
Construction mission class and performed sensitivity analysis of
the tradeoff parameters. Our results show the stability of the
Construction mission class with respect to the activity time
proportions.

In this paper, we also propose a method allowing a mission
designer to optimize robot configuration in terms of robot team
size and component reliability with respect to probability of
mission success (POMC), given a cost model. The method is not
limited to a particular cost model. Mission designers can use an
arbitrary cost model and implement the methodology to obtain a
specific optimum robot configuration that maximizes mission
success rate under a budget constraint.

For the Construction mission class, our analysis shows that for
long-term missions, the PoMC loss per component reliability
decrease is typically greater than the PoMC gain per robot
number increase. Thus, it is more beneficial in terms of the
mission success rate to increase the quality of the robot
components as opposed to the number of robots, given the budget
constraint. For short missions, however, the opposite trend can be



observed, thus, configurations of more robots with less reliable
components are preferable.

In future work, we will investigate other mission classes and
perform sensitivity analysis of the parameters on the mission
classes. We intend to compare the time proportion and reliability
tradeoff among the classes to see distinguishable characteristics
among them as well as to validate the classification scheme
proposed in this paper. In addition, we intend to extend the
optimization problem to cost and mission duration. For instance,
we seek to answer common mission designer questions like
“Under a given mission duration, which configurations of robots
result in the highest mission success rate?” or “Given a desirable
mission reliability standard, which configurations of robots cost
the least?”
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ABSTRACT

Being able to assess the performance of the algorithmic
components of unmanned autonomous systems is a necessity.
Defining repeatable and commonly shared test protocols to assess
the performance of the algorithms involved in autonomy is the
key to achieve standardization in the unmanned autonomous
systems field (Unmanned Ground Vehicles (UGVs) and
Unmanned Aerial Vehicles (UAVS)).

This paper proposes a generic methodology to evaluate any
function of an autonomous system and illustrates the
methodology on two examples: for the evaluation of visual
beacon tracking algorithm and for the evaluation of Simultaneous
Localization And Mapping (SLAM) algorithms. The lessons
learnt from these evaluations are then described.

Categories and Subject Descriptors

1.2.9 [Artificial Intelligence] Robotics and Autonomous vehicles
— Performance measurement, methodology, standardization.

General Terms
Algorithms,  Measurement,
Standardization, Verification.

Performance, Experimentation,

Keywords

Unmanned systems, Evaluation metrics, Databases, Evaluation
protocols, Standardization, SLAM, perception algorithms.

1. INTRODUCTION

Unmanned systems ground and aerial, are more and more mature:
their architecture can today involve complex data and image
processing, data fusion, optimization, and learning algorithms,
allowing them to be wused in more and more complex
environments. They are able to navigate through urban areas, with
very little monitoring, and to execute very high level commands
like “rally this goal while following the traffic rules and avoiding
obstacles”, as was achieved recently in the Urban Challenge [23].

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage, and that copies
bear this notice and the full citation on the first page. To copy otherwise,
to republish, to post on servers or to redistribute to lists, requires prior
specific permission and/or a fee. PerMIS’09, September 21-23, 2009,
Gaithersburg, MD, USA. Copyright © 2009 ACM 978-1-60558-747-
9/09/09...$10.00
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However, for such complex systems, the performance and
reliability is very important: the more reliable these systems are,
the more they will be adapted to challenging environments and
the more an operator will gain confidence using then. We believe
that the precise assessment of reliability and performance
becomes mandatory to assess the “level of autonomy”. ldeally,
the more autonomous a system is, the less an operator needs to
intervene. In a “fully autonomous” system, a human would only
intervene when need to change the current goal arises, the system
being able to overcome any difficulty.

As is often done in systems engineering, the overall reliability of
the system can be obtained from the assessment of the reliability
of its different components; many of the components in
unmanned autonomous systems are widely used for other
applications, so evaluating their reliability and performance is a
“solved” problem. However, the “innovating” algorithms used for
perception, navigation, data fusion or planning are, for most of
them, specific to the autonomous vehicles field, and evaluating
their performance is still to be standardized.

To address this issue, we have designed a generic methodology
for the evaluation of elementary components and are applying it.

After presenting briefly prior work in the domain, we present our
methodology and illustrate it two examples, one taken from our
work in the TAROT advanced study program (Technologies
essentielles pour I’Autonomie des RObots Terrestres), the other
addressing a classical algorithm of the literature: SLAM using a
LIght Detection And Ranging (LIDAR) sensor.

2. PRIOR WORK

There are many algorithms involved in unmanned autonomous
systems and some of them have already be evaluated for other
applications : for instance, a set of metrics and benchmark data is
available for visual vehicle tracking from air [4], for stereo depth
estimation [16] and for vehicle detection [5].

Furthermore, the topic of the assessment of SLAM is more and
more studied in the literature [2,3,18]. Among them, the more
recent is the RAWSEEDS European project that has gathered a
data set for the evaluation of SLAM algorithms and has defined a
set of metrics to assess mapping and navigation quality (absolute
trajectory error, mapping error, relative pose error, rough estimate
of complexity, self localization error) [21]. Also note that
algorithm [19] and data set repository [20] exist on this topic.



Similar work concerns the definition of good experimental
methodologies in robotics [1]. Also note that the Joint
Architecture for Unmanned Systems (JAUS) aims at the
normalization all the interfaces between components of unmanned
systems [22].

An important work on the topic has been made by the National
Institute of Standards and Technology (NIST) with the definition
of the Autonomous Levels For Unmanned Systems (ALFUS)
[11]: this work has defined standard terminology and principles to
measure the autonomy of unmanned systems.

The methodology we present here has matured through successive
projects: first, we applied a similar methodology within the
autonomy axis of the advanced study program “robotique”, 2002-
2005, to evaluate the performance of perception algorithms, and
especially unstructured road detectors [7].

Real maturation has only been obtained within the “TAROT” in
2006-2009 [14], that is the continuation of these projects, and that
aims at developing elementary autonomous behaviors for
unmanned ground systems: beacon rallying, vehicle following,
vertical reference following, SLAM and obstacle avoidance.

3. OUR METHODOLOGY
Our methodology involves four phases: (1) a prior analysis, (2)
the preparation of the evaluations, (3) the realization of the
evaluations and (4) a posterior analysis.

3.1 Prior analysis

The first phase begins with an analysis of the documentation, of
the literature concerning similar algorithms, and of the previous
evaluations of the assessed algorithm. It is useful to have as much
details as possible on the intrinsic performances of the algorithm
and to understand the role of all its independent parameters. The
knowledge of the role of the algorithm within the unmanned
autonomous vehicle system and its operational use allow the
definition of a list of evaluation criteria, which are ideally more or
less the technical specifications of the algorithm.

Furthermore, when an algorithm is composed of several
elementary components, as it is illustrated on the case of a stereo
obstacle avoidance solution in Figure 1, it is very useful to
understand clearly the role of each component: only then can the
evaluations of these components be used to refine the analysis.

Each criterion is either associated to a wish on the “domain of
validity” of the algorithm, or to a wish on its “level of
performance”, which is linked to the executed function, to the
processing time, to the failure rate, and to the computer resources
needed.

Each criterion needs to be associated with a set of metrics and
with high level requirements of the experimentations.

For instance, if we consider the criterion “performance of the
ability of the algorithm to detect its own failures'”, the set of
metrics can be:

! The ability of a given algorithm to detect its own failures allows
the operator or other algorithms in the system to be able to
correct these failures when they occur.
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Figure 1 : An analysis illustration on a stereo obstacle
avoidance algorithm

(1) Nfu/Nf, where Nfu is the number of times a failure occurs and
is undetected in the set of experiments and Nf is the number of
times a failure occurs (=1 if no failure occur).

(2) Nfd/Nok, where Nfd is the number of “false failure detection”
and Nok is the number of test where no failure occurs.

The same procedure is followed for every criterion, and each
criterion is prioritized. We recommend to as much as possible
find in the literature the usual criteria that are used to assess the
performance of similar algorithms, so that the performance can
easily be compared with previous work.

3.2 Evaluation preparation phase

The goal of the second phase is to define precisely the
experiments that need to be done and to gather the data and
simulation capabilities that are necessary to process the
evaluations.

Assessment uses “offline tests”, which are processed with
technical simulation as well as with open-loop database replay,
but not only: it is in most cases necessary to also proceed to
“online testing”, in which the algorithm is integrated in the
system. In order to give more flexibility in the integration and
validation phases of projects, it is however absolutely necessary
to be able to make a full evaluation according to every criterion
without proceeding to online testing, which costs more. That is
why we insist on offline testing in the scope of this paper.

The preparation of the evaluations includes a data gathering
phase. When public online databases exist [15] or database
gathered through previous projects [7] it is always good to re-use
them. But specific data gathering may need to be done: when it is
the case, we proceed to “data gathering runs” for the robot, in
which we record representative multi-sensory data for the
algorithms. The data gathering can even be done using the sensors
of the future system on a remote-controlled or manned vehicle.
Data from multiple sensors (cameras, inertial sensors, wheel
encoders, GPS, LIDAR, ...) need to be precisely timestamped in a
common frame using a dedicated mean [6].
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Even if evaluations can be processed simply with a qualitative
analysis, it is necessary, for any quantitative measurement to
proceed to evaluations with ground truth (GT). The principle of
such evaluations is presented in Figure 2.

The ground truth is what the algorithm should generate, to which
the result of the algorithm on the data base needs to be compared.
To evaluate, for instance, the performance of navigation and
perception functions, the ground truth can be the reference
positions of the robot and of elements of the environment. For
image tracking and detection algorithms, it can be a reference GT
bounding box, that represents the position of the element to detect
or track The GT bounding box often needs to be designated by
hand, using an interface like the one illustrated on Figure 3.

The simulators we use, which are illustrated on Figure 4, are
either well-documented open-source simulators like Gazebo [10]
or proprietary software. They are needed when the evaluated
algorithms are closed-loop controls and when it is difficult to
have the perfect ground truth. We sometimes have to invest on
specific simulators in order to evaluate algorithms on precise
criteria. It is for instance the role of the Cadise simulator, that
automatically produces the bounding box ground truth in order to
proceed to visual tracking evaluations.

Another useful feature is the ability to “post-process” the real data
from the database. For instance, representative noise or additional
vibrations? can be added to the sensor measurements and images.
These post-processing abilities increase the amount of possible
experiments (on Figure 5, is illustrated possibilities brought by
the addition of noise (upper-left), the use of blur (upper-right), the
diminution of contrast (lower-left) and the addition of vibration
(lower-right).

Figure 3 : A ground truth designation interface

2 Vibrations can be added with dynamical cropping and resizing.
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Figure 4 : simulator Cadise (up left), Gazebo (up right) and
Marilou Robotics Studio (down)

Figure 5 : lllustration of post-processing possibilities

Once the database and the simulation possibilities are designed,
the list of experiments is established, taking into account priorities
when necessary. We then have to verify that every important
criterion is evaluated with a sufficient quality. In order to achieve
as most efficiency as possible, each experiment usually evaluates
the algorithm according to several criteria, and each criterion is
usually evaluated on several experiments.

3.3 Evaluation processing phase

Once the database, the simulations and the test protocols are
prepared, the evaluation processing is simple. Specific tools [6],
as illustrated on Figure 6, are used to automatically produce the
test results.
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Figure 6 : Illustration of the evaluation software (RT MAPS)

3.4 Posterior analysis phase

The test results need to be analyzed in very much depth in order
to make a good interpretation of the value of the metrics on each
experiment. If inside parameters of the algorithms was accessible
and has been measured, this data can be analyzed in order to
identify the causes of failures and propose corrections.

Sometimes, during the posterior analysis phase, complementary
evaluations appear necessary, for instance to validate hypothesis
of unexpected failures: because of this, we insist that the posterior
analysis phase should begin before the evaluation processing
phase is finished: therefore, the experiment schedule can be
modified, when necessary, at the last minute. Furthermore, to
guarantee the good quality of the overall analysis, the
responsibility of the posterior analysis should be given to a
different team than the team realizing the evaluation processing.

We insist on the importance of the posterior analysis phase: this
phase gathers all the information and brings a conclusion about
the performance of the algorithm: the “resulting” specifications
are detailed. During this phase, the experimental protocol that has
been followed needs to be analyzed: the conclusions need to take
into account the quality and the amount of the tests that have been
made. The analysis determines if the algorithm is mature enough
to answer an operational need, and identifies a list of possible
evolutions. This list is usually discussed with the producer of the
assessed algorithm.

3.5 Results of the evaluation

In the TAROT program, most of the implementation choices on
the final robot have been made according to the conclusions of
these posterior analyses that were made on the different
algorithmic component we assessed.

Outside programs, our team also evaluates the performance of
open source algorithms and of published algorithms within the
literature in order to sketch the possible performances of future
systems. The developments are then capitalized within the HNG
architecture [11], which allows the algorithms to be easily
adapted from one system to another and to run hybrid simulations.

4. APPLICATIONS

We now illustrate some aspects of the methodology on two
examples. The first one has been used within the TAROT
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program (evaluation of tracking algorithms). The other, more
detailed, is an evaluation of classical LIDAR SLAM algorithms.

4.1 Visual beacon tracking (VBT)

The purpose of the VBT s to track a given beacon in a sequence
of images. It is an elementary component that can be either used
for the mission or for the navigation. It can also be at the core of
“intelligent behaviours” like vehicle following and beacon
rallying.

4.1.1 Prior analysis
The criteria we have identified for this algorithm are the
following:

(1) Reliability
(2) Real-time ability

(3) Ability to track varying targets (poorly textured targets,
targets of varying apparent size, with a bad initial
designation, etc...)

(4) Precision of the tracking: we have used 2 different
metrics, which are illustrated on Figure 7. One of them is the
inter-barycentre distance, and the other is the following:

M(AR,GT) = S(ARAGT)’
’ S(AR)S(GT)

S(AR) is the surface of the algorithm area, S(GT) the surface of
the ground truth area, and S(ARMGT) is the surface of the
intersection area (in blue on Figure 7).

(5) Aptitude to detect its own failures and pertinence of the
confidence indicator® : we compare the evolution of this
indicator with the evolution of the precision of the tracking
to measure the performance according to this criterion.

(6) Robustness to a varying environment (low luminosity,
fog, back light, shadows, distractions near target, occlusions,
noise, blur, vibrations, etc...)

S

Algorithm Result (AR)

Figure 7 : VBT performance metric illustration

4.1.2 Evaluation preparation

We have gathered and acquired a set of sequences with varying
environments (various trajectories and types of roads in different
weathers) , varying targets (vehicles, buildings, trees, fence, water

% In the TAROT program, we have asked that every algorithm
would give a “confidence indicator” representative of the



tower, ...), with varying perturbations (occlusions, distracting
vehicles, ...) and have obtained around 30 sequences, of which a
subset is illustrated on Figure 8.

S
AP
FF

Figure 8 : Extract of the gathered database

4.1.3 Evaluation processing

Table 1 gives a sample of summarized results for Algorithms 1 to
4. For the sake of clarity, the metrics have here been translated,
using thresholds, into the following qualitative formulations: OK
means that the requirement is fully met; AVG means that the
result is average, within the “tolerance” zone of the requirement.
NOK means that the requirement is not met. “Q of Eval”
represents the confidence in the evaluations realised and is equal
to “Good” when 3 or more sequences have been used to assess the
criterium; and “Average” otherwise.

Table 1 : Extract of assessment results

Criteria 0 of Eval |Alg. 1 [AlgZ2 |Alg.3  |Algd
Reliability Good Ok Ok [OK Ok
Chen failures detection Average  [NOK NOK [NOK AVG
Quality of confidence indicatar Good AWVG |AVG  [NOK. |AVG
Real-tirme capacity Good AWG O |AVG 0K oK
Wlean per."beacon” application Good AWGAVE |AVE AVG
Wean ped. "vehicle" application Good AWG O |AVGEAVGANVG
Aptitude to track tuming vehicle Good MO (O 0K Ok
Robustness low brightness Auwerage  [OK Az |0k QI
Compatibility with thermal Average  |OK AWG 0K ANG
Robustness to shadows Awerage  [OK Az |0k ANWG
Robustness to clouds Good Ok Ok [AVG |OK
Robustness to distraction Average  |NOK  |AVG 0K ANG
Robustness to occlusions Average  [NOK |AVG  |AVG |AVG
Target texture similar to background [Average  [NOK |OK. |AVG  |NOK
Target of increasing size Good ok AWG|AVG Ok
Wary small target Average  |[OK AWG 0K Ok
Wery big target Good Ok Az |0k AW
Robustness to noise in image Average  |OK Ok [NOK |AVG
Robutness to blur in image Awerage  [OK Ok [AWGE |OK
Robustness to bad designation Average  [AVG |OK [OK AN

4.1.4 Posterior analysis

The protocol has been used to proceed to the evaluation of, until
now, around 10 different algorithm versions. The partners
involved in the project have appreciated having a feedback on
their developments and the average quality of the algorithms has
increased with each successive version, beneficiating from the
expertise.
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The algorithms which had the most successful evaluations at the
end of developments have been associated with other algorithms
to build two behaviours (vehicle following and beacon rallying).
These behaviours have been demonstrated online on the robotic
platform with the validated versions; the limitations observed
were exactly the limitations identified through the evaluations.
We are confident that our method and metrics captured efficiently
the quality of the assessed algorithms.

4.2 LIDAR SLAM component

As we explain in [13], we have evaluated 2 popular LIDAR
SLAM algorithms (DPSLAM [8] and FastSLAM [15]) using a
similar methodology using our Hybrid Network-based Generic
architecture framework [12].

4.2.1 Prior analysis
The criteria we have investigated to evaluate SLAM techniques
are the following:
- Processing time ;
- Allocated resources (processors, memory) ;
- Precision of the localization (and drift) ;
- Precision of the produced map ;
- Robustness to noise in the wheel encoders ;
- Robustness to noise in the LIDAR scans ;
- Ability to work in cluttered environments ;
- Ability to correctly map loops.

Assessing the precision of the localization brought by SLAM is
made like this: the error between the real position and the
estimated position is measured. The drift is defined as this error
divided by the distance travelled.

Measuring the quality of the produced map is harder and no
universally accepted quantitative approach exists yet. For this
study we defined the utility metric Q to measure between 0 and 1
the quality of a produced map: this metric was chosen after
considering several utility metrics: to neutral persons represented
relatively well the correctness of a given map (a map with Q=1
being a perfect map, and a map with Q=0 being completely
wrong). This metric uses the same information as the mapping
error defined within the RAWSEEDS project [21], which is also
based on “control points” but summarizes the quality of the map
with a single number, which is independent of the mapped
environment.

To define Q, N control points are chosen from the “distinctive”
points (e.g. corners) of the ground truth map. The produced map,
result of the algorithm, is scaled and superposed to the ground
truth map, and the error on the position of each ground truth point
d; is measured (as showed on Figure 9). Let W be the width of the
ground truth map and H be its height; let k be a constant®. Then,

* We chose k=3. With this value, a map in which the mean error is
equal the diagonal of the ground truth map has a value of
approximately 0.001.
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Figure 9 : SLAM performance metric

Note that in order to measure Q, an operator has to designate, for
each produced map, the position of each of the control point.
When two or more produced points correspond to the same point
on the ground truth map (which happens in poorly mapped loops),
the farthest point is selected, and we also record the maximum
distance between them, which is an indicator of the poorness of
the algorithm to map loops. When no corresponding point can be
found for one of the control pointsS, Q=0

4.2.2 Evaluation preparation

We have defined a user interface to do a systematic assessment of
the quality of the produced map, of which a screenshot is given on
Figure 10. For more vast experiments, the process would need to
be automatic.

To assess the robustness to noise in the wheel encoders, we have
added several times on one of the simulated log a controlled
noise. We have added an additive Gaussian noise of standard
deviation o at each step for heading and movement, and from one
experiment to the following we have increased the value of the
variance.

We have also acquired a dataset from our platform in our
laboratory (with “real” noise). The ground truth was obtained by
scanning the map of the building.

We have built specific maps to assess the abilities to map in
cluttered environment and to correctly map loops. We also used a
data set (NSH_level_a) from the robotic data repository website
[19]. Some of the ground truth maps of our data set are illustrated
on Figure 11

® This is usually the symptom of a serious failure in the algorithm.
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Figure 10 : the control point designe{tilbn interface
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Figure 11 : sample maps from our dataset

(Upper left: NSH_level_a, upper right: cluttered, bottom left: loop,
bottom right: Arcueil laboratory

4.2.3 Evaluation processing

We have measured the computing time, the memory resources we
used, and the quality of the produced maps on the different maps
of our dataset for different set of parameters : some of our results
are shown on Figure 12.

On the real world data we acquired, we have had varying
performances depending on the experimental conditions. On the
first data set we acquired, FastSLAM failed (Q=0) but DPSLAM
managed to build something on which we can nearly recognize
the different rooms: it is shown on Figure 13.

We believe that this difference was due to the presence on this
particular trajectory of abrupt curves. With other tests we made,
without hard curves, the performance of both algorithms was
correct. We believe that the dynamic model used by default by
FastSLAM is not adapted to harsh turns made by our platforms
(that are poorly measured by the wheel encoders).
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Figure 12 : Sample results on SLAM evaluation

Figure 13 : map built by DPSLAM on real world acquisition

“Arcueil laboratory n°1”
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4.2.4 Posterior analysis

Our result with the “Arcueil laboratory n°1” sequence raises the
issue of the dynamic models of the platform, which is a very
important parameter in SLAM algorithms, and which is rarely
easy to modify: we believe that one of the normalization actions
that should be done about SLAM algorithms is to define precisely
a standard format for the dynamic model of vehicles.

As we can see on Figure 13, we saw that the metric we defined
didn’t capture every aspect of the quality of a map. Actually, our
metric don’t penalize artifacts properly: the surface of the area of
the produced map that has no counterpart in the real world should
be measured and have an impact on the measure of quality.

Another issue brought by our experiments is the choice of the
“control points”. We tried to pick as many of them as we could, to
keep to corners and distinctive features of the environment, and to
have them sufficiently spread. However, a more systematic way
to define the position of the control points could be used,
especially if we want to achieve a certain degree of normalization.
This could be associated with the automation of the control point
designing process.

5. CONCLUSION

We have only presented a small set of our recent works on the
assessment of the algorithms of unmanned autonomous systems;
in the TAROT program the method has been systematically used
and among the techniques we have evaluated there have been
vision-based SLAM, obstacle avoidance algorithms, and vertical
reference servoing.

The evaluation methods we formalize here already help us assess
and compare robustness and performance of algorithms based on
relevant quantitative information. The methodology we have
briefly presented here was developed during several years and has
evolved, taking incrementally into account the lessons learnt:
using it systematically has allowed us to build databases of
metrics, raw data, and evaluation results. We hope that soon we
will be able to define testing protocols able to characterize the
performance of most unmanned autonomous system algorithms,
for both UGVs and UAVs.

We believe that the kind of work we do here is absolutely
necessary in order one day to have certified unmanned
autonomous systems. Initiatives like JAUS [22] identify standard
messages and services, yet they do not precisely define the level
of performance of the services. Nor do they define ways to
compare the performance of the defined components; we believe
it is a step that will need to be taken at one point.

Today, it is hard to evaluate whether or not two given components
are compatible in a given architecture. Certification and clear
definitions of level of autonomy will also become possible and
with it an overall improvement of the performance of unmanned
autonomous systems.

Furthermore, the capabilities of unmanned autonomous systems
have not yet reached their full potential. They are most certainly
useful algorithms that could be applied to this domain and that
have not been discovered yet: having a “closed” methodology that



would not allow incremental definition of new metric would
therefore not be appropriate : the “open” methodology we
propose, which capitalizes experience and data as more and more
evaluations are made, is, we think, a good way to follow the
dynamic field of unmanned autonomous systems.
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Abstract

The performance of intelligent unmanned systems (UMSs) must
be able to be measured to ensure that they can meet the
operational requirements. A generic framework to enable
capturing and organizing the performance metrics is highly
desirable. In this framework, unmanned system (UMS)
performance can be attributed to the missions that it is
commanded to perform, the environments that the missions are
to be performed in, and the capabilities of the system itself.
These attributes constitute a “three-axis” UMS performance
metrics model. This framework, once further populated, can
benefit the UMS community by allowing capture of the UMS
performance, from the technical and operational perspective.

Categories and Subject Descriptors

J.2 [physical sciences and engineering] unmanned systems
performance

General Terms

Measurement, Performance, Design, Human Factors,
Standardization, Verification

Keywords

ALFUS, autonomy, communication, environment, goal, metrics,
mission, mobility, robot, performance, sensor, terminology, test,
unmanned system (UMS), urban search and rescue (US&R)

1. INTRODUCTION

UMSs have been deployed in many application domains,
ranging from military, homeland security, manufacturing,
medical, to general service applications. They either
complement human operators to enhance mission performance
or replace humans in dangerous or difficult situations (see
Figure 1 and Figure 2). Itis highly desirable that the UMS
performance is able to be systematically and comprehensively
measured to ensure that they can meet the operational
requirements. The performance measures also facilitate
understanding the UMS effectiveness, devising technological
improvements, and inspiring innovations. A robot conducting
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an urban search and rescue (US&R) operation must be able to
maneuver in confined space. An UMS conducting a perimeter
surveillance operation of a large complex must have sufficient
power and long-range communication capabilities.

Figure 2: UMS equipped for operating in unstructured
environments

The performance measurement is based, to a great extent, on the
requirements. Requirements can be established with various
kinds of documents such as Operational Requirements
Documents (ORDs), Concepts of operation (CONOP), scenario



descriptions, use case models, or operational vignettes [1].
Those documents can be generated with various degrees of
formality and capture a range of levels of domain expert
experience and observation. Operational requirements might
cover UMS functional areas such as speed, stealthy
maneuvering, explosive sensing, peak power, etc. Performance
measures, on the other hand, deal with whether particular system
design can meet the requirements, how to evaluate whether these
requirements are met, and devising methods for the evaluation.

Performance issues have been dealt with in other non-robotic
areas. In the software engineering discipline, metrics and
requirement analysis have been studied. Traditionally, simple
metrics such as lines of code, functional points, or cyclomatic
complexity are used to measure the sizes of programs or their
complexities in a context independent manner [2][3][4][5][6]-
Metrics for measuring software quality, productivity, and
reliability also exist [7][8][9]. Requirement analysis is also an
area of interest. Giorgini P., et al., described a goal-oriented
technique for requirement analysis. Goals are identified with
domain stakeholders before being modeled. Detailed analysis
correlates the system functionality to the goals [10].

Though these techniques can serve as references or be applied to
particular, local metric issues, they lack a comprehensive system
level approach.

It is extremely beneficial to have a general framework that
establishes sets of metrics, describes an approach, and provides
a set of guidelines to facilitate UMS performance measurement.
The envisioned Performance Measure Framework for
Unmanned Systems (PerMFUS) aims at serving these purposes.
PerMFUS describes how one might organize and analyze the
requirements, instantiate from the established generic metrics,
generate additional program specific metrics, and devise
methods to test and evaluate the UMS.

2. PERMFUS: OVERALL CONCEPTS

PerMFUS stems from the Autonomy Levels for Unmanned
Systems (ALFUS) work [11][12]. As such, autonomy may be
considered a specific metric under PerMFUS that has a wider
scope. See Figure 3 and Figure 4 for a comparison. Earlier
PerMFUS results involve metrics for mission goals [13].

Mission
Complexity

Human Independenceor
Operator Independence or
Autonomy Level

Environmental
Complexity

Figure 3: ALFUS overall concept

2.1 Three-Aspect Model

An UMS executes missions to accomplish the goals. Therefore,
the key is to measure the UMS performance via its execution
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behaviors, in other words, how the system interacts with the
environment and with humans while aiming to achieve the
mission goals.

In this sense, the UMS performance can be attributed to the
missions that it is commanded to perform, the environments that
the missions are to be performed in, and the physical and logical
capabilities of the system itself. These attributes constitute a
“three- aspect” (or three- axis) UMS performance metrics model
(Figure 4).

Mission

Systems

Figure 4: PerMFUS Main Aspects

Note that the three-axis graphic serves the purpose of
highlighting the aspects that characterize the UMS performance.
They do not represent that the aspects are independent from each
other. Instead, they overlap.

Later sections will further elaborate on these axes.

2.2 Performance Characterization
Parameters vs. Performance Metrics

Metrics are the parameters identified for measuring the
performance. A metric can correspond to one or multiple
system or environmental parameters. In other words, those
system or environmental parameters can affect particular
performance areas to different extents. For example, the
performance metric might be how steep a slope an UMS can
climb. The corresponding performance characterization
parameters include weight, the center of gravity (which, itself,
can be affected by the onboard payload or other configuration
parameters), and the traction on the wheels or tracks.

The challenge is that the separation between the two aspects,
system and environmental, might not always be clear. Particular
system requirements can either specify the slope climbing
performance or limit the weight. The requirements can either
specify path planning performance or specify sensor ranges. For
this reason, our current, first effort would be to identify all the
performance characterization parameters.

2.3 Increasing Complexity

The axes convey increasing complexity starting from the origin.
An example of primitive performance for an unmanned ground
vehicle (UGV) (close to the origin) might be applying the
mobility capability (wheels, for example) to a forward traverse
task on a flat and paved surface. An example of higher level
performance might be applying the mobility capability to an



autonomous road following task. Yet an even higher
performance might involve more complex missions such as
emergency response, warfighting, or parts transfer on a
manufacturing shop floor [32]. From the Framework
development viewpoint, we take an bottom-up approach; the
subsystem/component level is where the current focus is.

2.4 Performance Areas

Given that the performance is to be measured according to
mission behaviors, PerMFUS decomposes a mission
performance into a set of areas according to the UMS functions.
Later sections will further elaborate these areas.

2.5 Testing and Evaluation

Besides the metrics and the performance characterization
parameters, we envision that PerMFUS would also include
testing and evaluation (T & E) methods. These methods would
describe how to develop the T & E processes, how to set up the
T & E environments, and how to conductthe T & E. The T& E
methods would also guide how to instantiate these generic
concepts and processes to specific program situations, including
the metrics and the procedures.

2.6 Technical and Operational Aspects

We envision that PerMFUS will provide a comprehensive
perspective of the UMS performance, technically and
operationally. This framework, in its current scope, does not
consider other aspects of the performance, such as program
management or lifecycle costing.

3. PERFORMANCE AREAS

From the mission behavioral and execution perspective, the
UMS performance can be divided into the following functional
areas [26][27][28][29][30][31]:

Mission

. Mobilitylocomotion/navigation:
Energy/Power

Sensing

Communication

HRI: human-robat interaction
Manipulation
ke

—

NonawN =

and Systems

Environment

PerMFUS/ALFUS

Figure 5: PerMFUS performance areas

1. Mobility/locomotion/navigation: the performance of
traversing space (ground, air, water) to achieve the
spatial and temporal goal. This performance area
includes various levels of path planning when
necessary. A path plan that takes shorter amount of
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execution time, avoids required adversaries, and
spends a lower level of energy is a higher level of
performance than another plan that costs more.

2. Energy/Power: to provide energy/power to enable all
the other performance behaviors. Some tasks might
require a very high level of peak power while some
others might require long periods of steady levels of
energy supplies. The performance involves whether
and how the energy/power is supplied and managed.

3. Sensing and perception: the performance of onboard
sensing to support UMS mission goals. The sensing
and perception performance should cover many
aspects of situational awareness (SA) such as
identifying mobility obstacles, navigation paths that
are energy efficient, and areas that might have low
communication coverage. The respective UMS
functions should, then, plan to respond according to
the SA gained. Human speech intelligibility is an
important performance area in the situation of human-
robot interaction (HRI) [31]. Note that this
performance area concerns sensing and perception for
the basic UMS functions only. Mission types of
sensing such as chemical, biological, radioactive,
nuclear, and explosive (CBRNE) sensing is considered
a separate performance area called Mission Package or
Payload.

4. Communication: the performance of collaboration
and information sharing among UMS subsystems,
with other UMSs, or with the remote OCU, including
transmitting maps or other types of information.

5. Human-Robot Interaction (HRI): A higher performing
UMS may be when an operator is able to provide all
the required interactions in a timely fashion. In
another aspect, features such as easy to use, crash
resistant, and responsive push buttons that support all
required human-robot interactions may be indications
of a higher performing OCU. See the ALFUS
Framework for the established metrics [12].

6. Manipulation: UMSs often employ manipulator arm(s)
for missions involving handling the environment,
including objects and media (swimming). The types
of manipulation include grasping, lifting, pushing,
throwing, etc. The performance of the arm(s) should
maximize working volume(s), strength, and dexterity,
allow easy changing of grippers, etc.

7. Coordination and collaboration: interacting
harmoniously toward goals either among the
subsystem or among the UMS team members.

8. Mission Package or Payload: this performance area is
application specific and, hence, is only identified here
and will not be expanded until a later version of
PerMFUS.

Figure 5 illustrates the concept. These performance areas will
be further elaborated in the following sections.

An issue is whether the system internal processing capabilities
(software and hardware) should be evaluated as part of the UMS
performance. A system that is highly capable of processing the



sensory data and generating information to support decision
making should be likelier to have a higher level of performance.
This argues for the world modeling and knowledge base as a
part of performance evaluation. However, these capabilities
should also be reflected in UMS actions. We must ensure the
proper correspondences.

4. PERFORMANCE
CHARACTERIZATION
PARAMETERS ALONG THE
SYSTEMS AXIS

The objective of this axis is to explore how the physical or
logical properties of an UMS contribute or affect its
performance. Both the hardware and software aspects are
reviewed according to the aforementioned performance areas.
The overall structure is shown in Figure 6
[14][15][16][17][18][19][20][21][22].

System axis
perfc .
attributes Common SW subsystem |/
JHW component performance
inclides performance | performance areas
attributes attributes
[Hardware |
(HW) system ( Each
performance performance e.Ialloqrate
attributes aftributes with
To/generate
Software (SW) system of
performance systems
attributes performance
attributes performance
attributes

Figure 6: system axis metrics attribute structure
1. Common to software and hardware:

a. Configuration scalability, enable complex
structure, easy integration

b.  Seamless interoperability: standard interfaces vs.
homogeneous system

c. Life expectancy, deterioration resistance to
environmental conditions (corrosion) or software
modifications.

d. Security
2. Hardware:
a.  Subsystem/component level

i. Mobility performance: Wheel/track
sizes/widths can determine whether particular
terrain is traversable for a ground UMS.

ii. Energy/Power performance: The fuel tank or
the equivalent can affect the system’s
endurance and is a key factor for mission
planning.
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Vi.

Vii.

Communication: Signal strength, range, and
bandwidth can determine whether particular
mission-related areas are reachable.

Sensing and perception: Sensor types,
resolution, and range can help understanding
particular mission areas. Interface types or
plug-and-play ability can affect whether a
mission can succeed.

HRI: Numbers and types of the human
input/output (1/0) mechanisms and their
responsiveness on an OCU can be important
to the operator executing the mission.

Manipulation: Size/weight of the target that
can be grasped are performance factors.

Coordination and collaboration: spacing
among the subsystems allowing physical
interactions.

b.  System level

Vi,

Vii.

Mobility performance: System level physical
characteristics including total weight, overall
dimensions, turning radius, distances among
wheels, speed ratings, etc., are all
performance factors.

Energy/Power performance factors: replenish
time, system maximum power output.

Communication: coverage area and the
associated strength profile

Sensing and perception: coverage area and
resolution profile

HRI: usability of the OCU

Manipulation: profile of grasping dexterity
throughout work volume

Coordination and collaboration: spacing
among the systems allowing physical
interactions

c. Team level

vi.

Vii.

Mobility performance: a team of UMSs to
march in an optimal formation

Energy/Power performance factors: team
endurance time to achieve a common goal

Communication: team coverage area, strength
profile

Sensing and perception: team coverage area,
resolution profile

Manipulation: inter-UMS coordinated
reach/work volume; e.g., two UMSs grasping
a large object together

HRI: team usability

Coordination and collaboration: spacing
among the teams allowing physical
interactions



3. Software Architecture [25]
a. Common to all performance areas:

i. perception: multiple layers of abstraction for
knowledge or intelligence

ii. control: open vs. closed loop; on/off vs.
continuous; central vs. distributed control;
planning and coordination

ili. communication: contextual or transport layers

iv. integration of heterogeneous software
elements

v. enable goal adjustment and replanning in real-

time
vi. responsiveness, real-timeliness

vii. enabling complexity: functional points can be
a useful metric for generally measuring the
size of computer software. It can also be used
to reflect the scope.

b.  Subsystem, system, and team levels:

i.  Mobility and navigation performance:
accommodate multiple, different scales.

ii. Energy/Power performance: priority based
management strategy

iii. Communication: latency, dynamic/static

iv. Sensing and perception: from raw data to
multiple layers of information process
enabling decision making;

v. HRI: allowing for multiple modalities of
human interactions

vi. Manipulation: joint vs. coordinated control
based on advanced sensing, singularity
resistant

vii. Coordination and collaboration: allowing

for multiple types of UMS interactions; data

sharing effectiveness and efficiency among
subsystems/components or among UMSs.

Note that, for an existing UMS, the characterization of its
capability can facilitating understanding on how missions may
be planned and executed; whether they can be done and how
effectively and efficiently they can be accomplished. For new
system acquisition, the system performance characteristics can
help specifying the capability.

5. PERFORMANCE
CHARACTERIZATION
PARAMETERS ALONG THE
ENVIRONMENT AXIS

In this axis, we seek to characterize UMS operating

environments and determine how they might affect UMS
performance.
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1.

2.

Media

Type(s): air/ground/surface/underwater and the
number of the domains that is/are involved,;
ground robots encountering streams, etc.

Uniformity: paved/dirt/grass for ground systems

Density: fresh water/sea with various levels of
salinity; clear/misty sky; density of bushes

Continuity: gap/pot hole/rock/man-made structure

Dimensions: two, two and a half, and three: slope,
steps, rolling field, confined space under collapsed
structure for ground; no-flight zone for air

Dynamicity: frequency and scope of changes ;
wind direction and speed

Anomaly/obstacle

Discrete: rock, tree, river
i. sizes
ii. numbers
iii. types
iv. dynamicity: frequency and scope of changes
v. adversity severity

continuous: fog, rain, electro-magnetic
interference, maze

i. density
ii. dynamicity; frequency and scope of changes

iii. adversity severity

The environmental characteristics can be applied to analyze the
UMS performance areas, as described in the following:

1.
2.
3.

Mobility: traversability
Fuel/Power: power requirements, energy consumption

Communication: radio interference, multipath
interference, scattering, and attenuation can all be
caused by the environmental factors.

Sensing and perception:

a. Feature identification: correctness, able to
track its dynamics

b. quality of maps—coverage area size,
resolution, completeness, coordinate
accuracy throughout map, correctness or
mis-identification of features, update-
able/real-timeliness [23][24]

HRI: the interaction time, levels of effort (workload),
percentage of task execution, and initiation can all
affected by the types of the environments.

Manipulation: types of objects that can be handled to
help goal achievement



7. Coordination and collaboration: air and ground
collaboration; ground team to search a commanded
area

3. Communication: allowed sizes of map to be
transmitted

4. Sensing and perception: correctness and resolution;
able to perceive dynamic situations

5. HRI: complexity of HRI

Mission rules
SA requirements accuracy: dynamicity: 6 Manlpulatlon:_ re(lilably
-map res/features -time -frequency grasping require )
-rule complexity -spatial P of complex objects; pushing
| {fEEe open a gate to enable
1 navigation
task structure g
3:23}23‘:;’53’5 7. Coordination and
-multi level team — collaboration: complex
= T task structure: number of
ﬁco:::)%r;ents SW arch: involving subtasks,
| | -subsys S R numbers of involving
mediu; -robot Bt subsystem, numbers of
: -number of types —system -system of systems Systems subsystem, nul
o -uniformity involving vehicles,
b =Cantinuity | | | | numbers of involving
-types ~density el # # 7 teams.
-density -resistance (+/-) . ol
-dynamicity || ~dimensions Comm: C_‘;';); :
-adversity -dynamicity .~ [perception: —thsica:t ~closed loop
-point- i -transpol :
i | B || i 7. COMPREHENSIVE
operational: continuous sensing G -path planning VIEW

-threat levels | » -edge feature

-surface feature
-mapping

Figuré 7: overall illustration of PerMFUS perspective

6. PERFORMANCE
CHARACTERIZATION
PARAMETERS ALONG THE MISSION
AXIS

UMSs execute missions to achieve their goals. Therefore, the
primary common metrics are whether and how well the goals are
achieved. The following provides a list of metrics:

1. Accuracy: goal state in time, space, and logically;
tolerance

2. Efficiency: time, costs

3. Effectiveness: % completeness

4. Reliability: % of trials accomplishing goal
5. Autonomy

6. Safety

7. Handling complexity

The mission metrics can be applied to the performance areas for
detailed analysis by the particular programs. The metrics are
applied to the particular UMS performance areas.

1. Mobility: accuracy of own position;

2. Energy/Power: power requirements, energy
consumption
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-coordination

Figure 7 illustrates a
comprehensive concept of the
metric framework. Metrics are
categorized along the three axes.

Note that, UMSs may have additional performance areas. A
wide variety of mission package(s) exists, such as CBRNE
detection, lethality, RSTA (reconnaissance, surveillance, and
target acquisition), etc. For these additional areas, the
performance can be characterized using the same structure.

8. TEST AND EVALUATION ISSUES

To properly apply the metric sets, it is imperative to collect and
organize the requirements. As stated in the earlier sections, the
requirements can be in the formats of CONOPs, vignettes,
scenarios, use cases, etc. The organization of the requirements
may be the decomposition from high level requirements to series
of low level but detailed sets.

Test and evaluation methods may start from the low level
requirements. The test methods include such elements as
metrics, tasks or procedures, equipment or personnel involved,
setups or apparatuses, safety guidelines, and accuracy statements.

Beyond those elemental tests, high level, scenario based tests
should also be designed to evaluate the UMS integrated
performance.

Certain considerations must be given during the design of the
test and evaluation design. They include:

= User requirements may or may not have one-to-one
correspondence with testing and evaluation metrics.
The former is described in the operational domain



whereas the latter in the technical domain. The
objective should be to identify a collection of metrics
to sufficiently evaluate for a particular requirement.

= Systems are developed to meet particular requirements,
therefore, the metrics may be weighted.

= The more details and the more specific the
requirements can be decomposed into, the easier it is
to develop the test and evaluation methods. It is
desirable that an elemental test method can be
executed with a single task, which, in turns, can
minimize correlation with outside concerns.

= The more critical the designed missions are, the higher
degrees of rigor the test methods should have. This
may entail more detailed metrics and testing tasks,
higher levels of precision for the testing setups and
apparatuses, or higher numbers of test runs for
obtaining higher levels of confidence of the test results.

These issues must be further examined and specified in the
framework.

9. AUSE CASE

Table 1 is a sample set of requirements for emergency response
robots, particularly, applicable to a collapsed structure. The left
column describes the operational requirements as stated by the
would-be users of the robots, the emergency responders. The
right column shows the corresponding performance areas.

For an example, for the Requirement A, tumble recovery, a set
of test methods must be devised that are representative of the
terrain types in emergency situations. The testing terrains must
possess different degrees of complexity so that robots with
various mobility capabilities can be evaluated for the tumble
recovery feature.

For Requirement C, test methods must be designed to evaluate
that the video link allows displaying the scenes of the confined
space in sufficient resolutions and with sufficiently wide field-
of-view. These correspond to the metrics described in the
earlier sections.

In addition, to correspond to the Mobility-confined space
performance area, the testing apparatuses must include confined
space with various kinds of testing metrics such as gaps with
various sizes, slopes with various degrees, different types of
stairs, floor conditions of wetness, slipperiness, containing hard-
to-detect trip wires, etc.

For Requirement E, test methods must be designed to evaluate
the robot’s capability to traverse a long distance and to
communicate with its onboard radio or tether-based
communication system.

Requirements

Performance Areas

A. Tumble recovery within Terrain Type

Mobility

B. Maintain operations beyond basic
mobility requirements within a given
terrain type. The system must have
sufficient power to operate for the
specified number of hours, assuming
one power charge for one out and back
mission.

Energy/Power

C. To project remote situational
awareness into compromised or
collapsed structures or to convey other
types of information. To be able to
ingress a specified number of meters
into the worst case collapse, which was
further defined as a reinforced steel
structure. To operate around corners of
buildings and other locations beyond
line of sight.

Sensing-video;

Mobility-confined
space;

Communication-
NLOS;

D. To enable use of video in confined
spaces and for short-range object
identification, which can wash out from
excessive illumination of the scene;
therefore, adjustability is required

Mission package-
variable illumination;

Communication-
NLOS;

E. To project remote situational
awareness or to convey other types of
information down range within line of
sight

Sensing-video;

Energy/Power-
endurance

Communication-
LOS, long range;

Table 1: Requirement Statement Samples for Emergency

Response Robots

10. SUMMARY

An initial perspective of the performance measures framework
for unmanned systems, PerMFUS, is described. In such a
framework, performance metrics are characterized from the

three aspects, the system (software and hardware), the operating
environment, and mission. They are further elaborated
according to a set of performance areas. The combination aims
at a comprehensive structure and sets of metrics. In addition, an
approach is described for applying the metrics to the testing and
evaluation process.

A lot of the identified areas contain exemple metrics, which
must be systematically expanded. Much more effort is planned
to further develop PerMFUS.
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ABSTRACT

This paper develops a method for finding an optimum
test plan, which consists of a mixture of full system and
subsystem tests, to estimate the reliability of a system. An
optimum test plan is developed by trading off the number
of full system and subsystem tests to minimize the mean-
squared error (MSE) of the maximum likelihood estimate
(MLE) of system reliability and testing costs. The MSE is
decomposed into the variance of the MLE and a bias from
incorrectly specifying the function that relates the subsys-
tem reliabilities to the full system reliability (series, parallel,
other). The variance of the MLE comes from Fisher theory.
The bias is due to the modeling error. Optimum test plans
involve trade offs between the MSE (estimation accuracy),
the degree of modeling error, and the cost of doing system
and subsystem tests. A Pareto frontier can be identified, as
illustrated in the paper.

Categories and Subject Descriptors

G.3 [Probability and Statistics]; J.2 [Physical sci-
ences and engineering]

Keywords

Reliability, Test Sizing, Model Bias, Mean-Squared Error,
Maximum Likelihood Estimation

1. INTRODUCTION

System, subsystem, component, interface, and other! tests
are often carried out on complex systems to ensure that an
operational reliability requirement is satisfied. Fusing full

ITo avoid the need to repeatedly refer to tests on subsystems, com-
ponents, processes, and other aspects of the system as the key
source of information other than full system tests, we will usually
only refer to subsystem tests; subsystem tests in this context should
be considered a proxy for all possible test information short of full
system tests.
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system and subsystem test data to evaluate the reliability
of a complex systems is desirable when full system testing
can be very costly, dangerous or requires the destruction of
the system itself. Additionally, it is desirable to include full
system testing in an overall reliability assessment to help
guard against possible mis-modeling of the relationship be-
tween the subsystems and full system in calculating overall
system reliability. One method of fusing full system and
subsystem reliability test data to form a full system esti-
mate of reliability is the method of maximum likelihood [9].
This general maximum likelihood formulation for the fusion
of reliability test data applies across all system configura-
tions (series, parallel, etc); only the optimization constraints
change, leading to an appropriate maximum likelihood esti-
mate (MLE). The MLE method provides a characterization
of the estimation uncertainty—statistical uncertainty about
the model parameters—through the Fisher Information on
the parameters of the system reliability model. If the relia-
bility of the system must be known within a specified con-
fidence interval or if the test plan is limited by cost, there
exists an inherent trade off between performing full system
tests or subsystem tests. This paper develops a method for
finding an optimal test plan consisting of a mixture of full
system and subsystem tests, to estimate the full system re-
liability.

A necessary step in the process of developing an optimal
test plan is to quantify the uncertainty in the estimate of
full system reliability. Uncertainty arises from randomness
in the data and lack of knowledge of the model for the system
reliability. Randomness in the data results in uncertainty in
the parameter estimates. Lack of knowledge of the model
arises from incomplete understanding of the system and is
called model uncertainty. A formal theory for quantifying
estimation uncertainty exists within general statistical the-
ory (specifically, within the framework of general maximum
likelihood estimation through the asymptotic distribution of
the parameter estimates [7]). In general, a formal theory for
quantifying model uncertainty does not exist. Significant
uncertainty results from how well the model for the sys-
tem actually represents the system’s true behavior. Ref. [2]
identifies six major characteristics of modeling errors that
lead to model uncertainty: model topology, model param-
eters, model scope or focus, data, optimization technique,
and human subjectivity. Ref. [2] goes on to point out that a
modeling error exhibiting at least one of the aforementioned
characteristics can potentially contribute the most uncer-
tainty to a quantitative prediction, and its reduction is not



straitforward or simple.

Theoretical frameworks to quantify the model uncertainty
typically rely on being able to observe and record the model
error [4, 5]. Such an approach can be applied to reliabil-
ity estimation, though, for complex systems it is often not
practical because the system may be so unique that no prior
model error analysis is valid and/or there may be insufficient
tests to observe model error. Alternatively, a Bayesian ap-
proach can be taken to incorporate model uncertainty in a
reliability estimate by “us[ing] a weighted average of all pos-
sible models” [11]. This, too, is often not practical because
the analysis must specify all the possible reliability models
and provide a prior probability for each model. Also, the ap-
proach is dangerous because, although it is possible to state
that one model is better than another, it is not possible to
state that one model is more probable than another [3, 6].

The purpose of this paper is to identify an optimal test
plan by trading off between subsystem testing and full sys-
tem testing, within a general maximum likelihood reliability
estimation paradigm, to minimize estimation uncertainty,
the effect of modeling error, and the cost of testing. The
general maximum likelihood method of reliability estima-
tion described in [9], fuses data from subsystem tests and
full system tests via a model that reflects the constraints as-
sociated with the operation of the full system. The quality
of the MLE is assessed via the mean squared error (MSE)
of the estimate, this leads to a decomposition involving the
variance of the estimate and the bias of the estimate. In par-
ticular, the MLE of system reliability is decomposed into the
modeling bias from incorrectly specifying the function that
relates the subsystem reliabilities to the full system relia-
bility (series, parallel, other) and the asymptotic variance
of the model parameters. Modeling error contributes to the
bias because an error in the model results in a biased full sys-
tem reliability estimate even if the parameters of the model
are known perfectly. An optimal test plan is developed by
trading off the number of full system and subsystem tests
to minimize the MSE of the MLE of system reliability and
testing costs.

Section 2 of this paper presents the general MSE formula
for a system reliability estimate in terms of the system re-
liability model and parameter estimates. In Section 3, the
MSE of the maximum likelihood estimator of system relia-
bility based on full system tests is compared with the max-
imum likelihood estimator based on subsystem tests for a
series system. Assuming no model uncertainty, the compar-
ison reveals that, for a truly series system, performing a set
of subsystem tests (one for each subsystem) always reduces
the variance of the full system reliability estimate more than
performing a full system test. Section 4 establishes the MSE
for the general maximum likelihood estimator of system re-
liability due to [9], given a maximum modeling error. In
Section 5, the MSE for the general maximum likelihood es-
timator of system reliability is computed for a hypothetical
system and the results are used to determine optimal test
plans in terms of the MSE and testing costs.

2. GENERAL MEAN SQUARED ERROR FOR-
MULATION

Consider a system composed of p subsystems, typically
a system process and/or components of subsystems. The
general estimation formulation involves a parameter vector
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0, representing the parameters to be estimated. Let p and
p; represent the reliabilities (success probabilities) for the
full system and for subsystem j, respectively, j=1,2,...,p.
The vector @ = [pl,pz,l..,pp}T. Let © represent the feasi-
ble region for the elements of 8. To ensure that relevant
logarithms are defined and that the appropriate derivatives
exist, it is assumed, at a minimum, that the feasible region
O includes the restriction that 0 < p; <1 for all j. The sys-
tem reliability p is not included in @ because it is uniquely
determined (or bounded) by the subsystem reliabilities p;
for j=1,2,...,p and possibly other information via relevant
constraints. Herein, the relation is restricted such that p is
uniquely determined by a function 4(0). The mapping, #,
between @ and p dictates the arrangement of the system,
which may be configured in series, parallel, combination se-
ries/parallel, or some other configuration, and it is analogous
to a model of system reliability in terms of its subsystems.
To mirror the commonly used lexicon in the literature, 4 will
be referred to as the model for the system reliability.

Thus, an estimate of the system reliability p is found by
evaluating h(-) at the estimate 6. Further consider the test
data on the system and its subsystems. Let ¥ be the number
of successes in n independent identically distributed (i.i.d.)
tests of the system, and let X; be the number of successes in
nj ii.d. tests of the j™ subsystem, for j=1,...,p. And, let
6 =0(Y) be a function that produces an estimate of 8, where
Y is the set of test data on the system and its subsystems
X, X1,....X,}.

A measure of the effectiveness of an estimator is the mean
squared error. The MSE for an estimate of system reliability,

given the model, i, and the data, Y, is E {(h (é(Y)) —p)z} ,

where the expectation is computed with respect to the ran-
dom variable 6. Ref. [8, Chapter 13] shows that the MSE

£[(00) )7 -
e[ (00 el (o)) - (e o)) )

Variance of Estimate Bias of Estimator?

(1)

that are the variance of the estimate (a measure of esti-
mate uncertainty) and the bias of the estimate. The bias
term of the MSE is zero if the estimator is unbiased, that is
E [h (é(Y))] —p.

Eqn. (1) forms the basis for evaluating estimators of the
system reliability given the model for the system and the
test data. As such, it can be used to determine the number
of system and subsystem tests needed to achieve a minimum
MSE estimate given the presumed system reliability (specif-
ically, the presumed value of 0). In other words, Eqn. (1)
is used as a criterion for determining optimal test plans. In
Section 5, optimal test plans for maximum likelihood relia-
bility estimation are found by selecting the combination of
system and subsystem tests that minimize the MSE (vari-
ance and bias) and testing costs.




3. MSEFOR A SERIES SYSTEM WITHOUT
MODEL UNCERTAINTY

Consider estimating the reliability for a fully series sys-
tem comprised of stochastically independent subsystems by
performing only full system tests or only tests of the subsys-
tems using maximum likelihood estimation (and assuming
that the model for the system is perfect). In this case, the
system reliability model is h(0) = H{’:l pi- An optimal test
plan can be found by selecting the combination of tests—
tests of the full system or tests of each subsystem—that
minimizes the MSE of the estimate of system reliability.

3.1 Variance of System Reliability Estimates

Given only tests of the full system, the MSE of the maxi-
mum likelihood estimator of full system reliability, p = X/n,
is the variance of the estimate,

o)) (1-TT_, pi
ar (3) = (I i) ( TP )

n

(2)

since the estimator is unbiased. Given only tests of the sub-
systems, the maximum likelihood estimate of system relia-
bility for a series system is the product of the subsystem
reliability estimates. Let p; = X;/n; for i=1,...,p be the the
maximum likelihood estimates of the subsystem reliabilities.
Then, the maximum likelihood estimate of the system reli-
ability p is p = h(8) = [17_, pi. This estimator is unbiased,
and so its variance, var (szl p,), is the only contributor to
the MSE.

The variance of Hf:] pi is found by computing a related
variance: the variance of the product of binomial success.
Let X; for i =1,...,p be a binomial random variable that
is the number of successes in n; independent Bernoulli tri-
als with probability p; of success on each trial. Then, the
variance of the product of binomial random variables is

ar (lﬁx,) = leE (x,?) - ,Ij E (X,
(anpl

Dpi+1 ) - (lfll”ipi>27
~(fren) (£

P

i—1) Pz+1> Hntpt:|7
i=1

3)

and the variance of the product of maximum likelihood es-

timates is,

1)p;+1] ) I_Inlpl:| .
(4)

Given Eqgn. (2) and Eqn. (4), the variance of the max-
imum likelihood reliability estimates can be compared to
determine the type of test, a full system test or a set of
subsystems tests, that produces the largest reduction in the
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variance of the full system reliability MLE (equivalently the
MSE). The comparison reveals that, when the model for sys-
tem reliability is a set of p subsystems in series and there is
no modeling error, performing a set of subsystem tests (one
for each subsystem) always reduces the variance (equiva-
lently, MSE) more than a single full system test. The next
section is devoted to a formal proof. And so, for a series
system, assuming no modeling error, choosing to perform
sets of subsystem tests instead of full system tests yields
the minimum MSE test plan. Also, if the cost of a set of
subsystem tests is less than a full system test, it is also the
minimum cost test plan. As shown in the next subsection,
these two conclusions, which prescribe an optimum test plan
for a series system, are weakest when the true reliability of
the system is very close to 1 or 0.

3.2 Comparison the Variance of Series Sys-
tem Reliability Estimates
Theorem 1 presents the conditions that relate var (ﬁ) and
var (T2, ).

THEOREM 1. Let p be the probability of full system suc-
cess where p = Hlepi. Assuming that the number of trials
for the full system, n, is the same as for each subsystem,
that isn=ny =---=np, then forn>2,p>2, and 0 < p; <1
fori=1,...p,

f) ) > var <Hp,> . (5)

Substituting Eqn. (2) and Eqn. (4) with n=n;=---=n,
into Eqn. (5) yields an equivalent inequality to consider:

T
1, pi (1-T17, p1) sz {H[fl—lpt 1= an’]'

n

(6)
This statement can be simplified algebraically to yield a
statement equivalent to Eqn. (5). First, divide each side
of Eqn. (6) by [17_, pi/n to obtain,

I—le>[lp] (n—1)p;i+ ll—flnpl}, (7)
i=1

=

and then, multiply each side by nP~1 and add to each side
Hle np; to obtain,

pi+ 1>

1

nP~! ((n 1)

And so, proving that the inequality in Eqn. (8) is true for
n>2p>2 and 0<p; <1 for i=1,...p is equivalent to
proving that Theorem 1 is true. Proof proceeds by induction
on p.

PrOOF. The base case is p =2. For probabilities 0 < p; <
land 0<py <1,

<

>ﬁ[(nfl)pi+l].

i=1

(8)

p1p2+1> p1+pa, 9)

because (p; —1)(p2 —1) > 0. Manipulating Eqn. (9) alge-
braically yields an inequality, which is then also true when
n>?2,

(n=1)*pip2+(n—1) (P12 + 1) +1>

(n=1)*pip2+(n—1) (pr+p2) +1. (10)



After factoring the left side of Eqn. (10) and recognizing
that the right side of Eqn. (10) is a product, it is easy to see
that the following inequality is true,

n((n—=1)pip2+1)>[(n—1)p1 +1][(n—1)p2+1],  (11)

and so, for p =2, the inequality in Eqn. (8) is true, and
Theorem 1 holds.

For the inductive step, assume that Theorem 1 is true for
some p > 2. This is equivalent to assuming that,

(n—l f[ +1>>fll[(n_l)pi+l]’ (12)

istrue forn >2and 0 < p; <1 fori=1,...p. The next step in
the inductive proof is to show that Theorem 1 holds for p+1.
Proceeding from Eqn. (12), for n > 2 and for 0 < p,1 <1,
it follows that,

nppn'P~Y ((”

p p
I)Hpi+1> >nppir [T
i=1 i=1
(13)
Given that, forn >2 and 0< p; <1 fori=1,...p,

w2 > Tl D)pi+ 1], (14)

i=1

and, given the inequality in Eqn. (13), the following holds,

”Pﬁ+1”(p71) ((

an+1Ij[(" +11+1j[<n—1>p,-+11(1

Factoring out nPp,.| from the left side of Eqn. (15) and
multiplying through the second term on the right side of
Eqn. (15) gives the following inequality,

p
n— 1)Hp,~+1> +nP (1=ppi1) >

i=1

- pp+1) : (15)

Pp+1

1
nPp, (nl Hp,++11>

(n—=1)pps1 I__Il[("*l)Pi+1]+H[("* Dpi+1]. (16)

i=1
Multiplying through by p,;1 on the left side of Eqn. (16)
and multiplying the through the first term on the right side
of Eqn. (16) gives the following inequality,

nP ((n— l)ppﬂflp,dr 1) >

i=1
P

[(”_1 Ppt+1+1 H [(n—1)p;+ (17)
i=1
and finally, replacing p with p+1 gives,
ptl ptl
APt (n—1) Hp, >TIl(n—1)pi+1.  (18)
i=1

Thus, the condition in Eqn. (8) for p+ 1 subsystems follows
from the assumption that it is true for some p > 2 subsys-
tems, and thus, it follows that Theorem 1 holds for p+1
subsystems given the assumption that it is true for some
p > 2 subsystems. And since Theorem 1 is true for p =2
subsystems, it follows that it is true for all p > 2 subsys-
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tems. [

Theorem 1 indicates that for series systems a set of subsys-
tem tests reduces the variance of the full system reliability
estimate (and, hence, reduces the MSE and the confidence
bound on the estimate) more than a single full system test.
Of interest is the fact that as p — 1 or p — 0, the variances
var (ﬁ) and var (Hle ﬁl) converge to zero. In the limit of a
very reliable or a very unreliable system there is little dif-
ference in the reduction of the variance of the maximum
likelihood reliability estimate (equivalently, reduction in the
MSE and the confidence bound on the estimate) from per-
forming a set of subsystem tests instead of a full system
test.

4. MSE FOR THE GENERAL MLE OF SYS-
TEM RELIABILITY

Consider the following general maximum likelihood esti-
mator of the parameter vector 0,

0=0(y)= £(0
Y) argmax (6)
subject to p = h(0), (19)

where £(0) =log(p(Y|0,p)) [9]. Given both system and sub-
system test data, Y, the estimate of p is derived from the
MLE for 0 through the model for the system, 4. The model
dictates how subsystems are arranged in the full system (i.e.,
£(0) is the same regardless of whether, the subsystems are in
series or parallel). For a given parameter vector 0, the defi-
nition of £(0) does not depend on the model for the system.
However, the MLE does change as a function of the model
for the system. This is a consequence of the system model
being used as a constraint in the optimization problem that
is solved to produce the MLE. From the assumption of in-
dependence of all test data, the probability mass function
is:

n e
p<Y|e,p>:(Y)pY<1—p>< g
system

l’ll ny— n X, n,—X
> (Xl)pf(l (l_pl)( 1=X1) ... (Xl;)ppl (] _pp)( P p)7 (20)

p subsystems

leading to the log-likelihood function £(0) =1logp(Y|6,p):

£(0)=Ylogp+(n—Y)log(l—p)+

(21)

p
Z [Xjlogpj+ (nj—X;j)log(1—p;)| + constant,

where the constant is not dependent on 8. The MLE is de-
termined by finding a root of the score equation 0£(0)/d0 =

0 (or a normalized form of this equation in the asymptotic
sample size case), where

X _ m—=X
1—
8727{@+n—Y3h p1 p1 (22)
00 pdb 1-—padbo &_}11,—X,,
Pp 1-p,

The solution to d£(0)/d0 = 0 must generally be found by
numerical search methods.



Except in trivial cases, the analytic expression for the vari-
ance of the general MLE for system reliability is not easily
found. The likelihood function for the general MLE is twice
differentiable with respect to 6 [9]. Assuming that the gen-
eral MLE of system reliability is asymptotically unbiased
(and assuming no modeling error), the Fisher Information,
F(0), is given by the negative of the expectation of the sec-
ond derivative of the likelihood function with respect to 0,

2%¢ }
20007 |’
and, by the Cramer-Rao inequality, the inverse of the Fisher
information is a lower bound on the variance the MLE.

When h(0) is differentiable in 6 and if the asymptotic nor-
mality holds, then

/sample size [h(é) 7h(e*)} aist, (o,h’(e*)TF”h’(o*)) :
(24)
where 0* is the vector of true reliabilities for the subsystems
and F is the limit of the mean information matrix. Hence,

F(0)= —E[ (23)

h(®) ~N (h(8).1 (@) F(®) "W ().  (25)
for @ close to 8 when the sample size is reasonably large
[8]. In practice, @ is often set to @ in the mean and vari-
ance expressions of Eqn. (25). Thus, p = () has a normal
distribution with an approximate variance given by the vari-
ance in Eqn. (25) evaluated at 8. And so, the “variance of
estimate” term of the MSE for the general MLE of system
reliability is approximated with the asymptotic variance of
the MLE. Further, assuming that the estimator is asymp-
totically unbiased and that there is no modeling error, the
“bias of estimate” term is zero.

4.1 MSE With Model Error

If the system reliability model is incorrect or a model is
chosen that does not adequately represent the system’s be-
havior, then the true system reliability p is not uniquely de-
termined by the model for the system, A(:). Given a model
error, the estimate of system reliability from only subsystem
test data is biased by the model error €; that is

p=h(0")+e.

where, in general, —p <& < (1—p) to ensure 0 < p < 1 (recall
that @* is the vector of true reliabilities for the subsystems).
If the subsystem reliabilities are estimated individually and
the model, A, is used to compute the system reliability, then
the model error contributes a pure bias, € to the estimate of
full system reliability and to the MSE (as an example con-
sider the estimator p; = X;/n; for i=1,...,p). However, if the
estimate of the subsystem reliabilities depends on the model
h, (as in the general MLE) then the estimate, 0, is influenced
by the modeling error and the model error contribution to
the bias is not straightforward.

To determine the bias in the general MLE for system re-
liability, é, due to a small error in the model for the sys-
tem reliability, assume that the model, A, is in error as de-
scribed in the preceding paragraph. Thus, the constraint
in Eqn. (19) becomes p = he(0,€) = h(0) + €, where € is an
error in the model (a true bias), which does not depend on
6. The addition of the modeling error will not change the
log likelihood function. However, the relationship between
p and the p; differs, and so, the MLE of 6 differs. Let

(26)
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the function gye(0,€) be the value of the score function in
Eqn. (22), where the function # is replaced with he. Given
the model error, €, the MLE is determined by finding a root
of gne(0,€).

Since the model error is unknown before estimation and
its presumed value may change after the vector 0 has been
estimated, the new MLE of 0 is formulated as first-order
function of € via Taylor series expansion. The function that
produces the MLE, Eqn. (19), is written:

0:.=06(Y)+ 3—9 e+0(e?),
£ Y. e=0

(27)

where és is the MLE given that the maximization of the
likelihood function is subject to the constraint p = he(0,€).
Assuming that the model error, € is small, the O(g?) and
higher-order terms of the Taylor Series expansion can be
dropped to form a good approximation of @e.

To obtain the derivative, d0/de, the conditions necessary
to obtain a unique function () relating € to @ must be
established.

LEMMA 1. Suppose that the constraint in Egn. (19) is
rewritten p = h(0)+ € and the solution to the mazimization
problem in the presence of the model error € is determined
by finding the root of gunue(0,€) with gyLe being a continu-
ously differentiable function in @ € ®. For € =0, suppose
0guz(0,€)/00 is invertible and det[dgy.z(0,€)/00] # 0 at
0 such that gMLE(é78) =0. Then there exists an open neigh-
borhood about € =0 and a unique continuous differentiable
Sfunction é() such that for all € in this neighborhood, @ =

0(¢) and

aé(&‘) _ agMLFJ(ove) ! agMLFJ(evg)
de 00 de

PROOF. By definition, the MLE satisfies, gy1.x(0,€) =0.
Also, the derivative of the score vector is the Hessian,

dgnin(0,€)  92£(0,¢)
20 00007

which is a negative definite matrix when evaluated at the
solution to the maximum likelihood problem. By the Im-
plicit Function Theorem [see 1, Section 13.4], there exists
an open neighborhood about € =0 and one, and only one,
continuously differentiable function @(-) such that for all €
in this neighborhood, 8 = (¢). Further, 98 /d¢ is as shown
in Eqn. (28) in this neighborhood [see 10, p. 483]. O

L (28)

Lemma 1 establishes the existence of the derivative, (99/88,
which is found explicitly via Eqn. (28). However, the deriva-
tive in Eqn. (27) is evaluated with € =0, and so, the terms in
Eqn. (28) must also be evaluated with € =0. The first term
in Eqn. (28) is found by taking the second derivative of the
score function, Eqn. (22), where the function % is replaced
with he. When evaluated with € =0, the term simplifies to
the inverse of the Hessian for the log likelihood, as follows,

(P=52].) - 62%)

The second term in Eqn. (28) is found by taking the sec-
ond derivative of the score function, Eqn. (22), where the
function h is replaced with he. The elements of the vector,

(29)



dgnLr(0,€)/d¢€, are,

2’°2(0,e) Y J*he(B,e)  n—Y  3%he(6,¢)
00;0e  he(0,€) 00,0¢ 1 —he(0,e) 06;0¢
n—Y

3 (th(e,s)ahg(e,s)) Y N
96; de he (0,€)>  (1—he(0,€))?) |’

__(3/13(6,8)8}18(9,8))( Y n—Y 2>7

20; de he (8,€)°  (1—he(0,€))
(30)

for j=1,...,p, because, given the definition of &g, the sec-
ond derivative 9%h (8,€) /98;0€ =0. The terms in Eqn. (30)
simplify further when used in Eqn. (27) because the deriva-
tive is evaluated with € =0.

Eqgns. (27)—(30) comprise the mathematical machinery
necessary for determining the bias in the general MLE of 6
due to a small error in the model. The difference, 0. — é, is
the sensitivity of the MLE to the model error €. To deter-
mine the bias in the full system estimate, p, a Taylor series
expansion is used to find the MLE of p, given a deterministic

error, €, in the model:
é(égfé>+0(<égfé>2). (31)

ahg

20
For series, parallel, and combination series/parallel systems
the second order and greater terms are zero. The remaining
terms of Eqn. (31) are supplied by Eqns. (27)—(30) to give
an explicit formula for the MLE of p, given a deterministic
error, €:

Pe = he (é> +

X R dhe| 00
p€~h<9)+€+ﬁé'£ £,
y,6=0
A —1 ~
. ohe 322(9) dgmLe(0,€)
RPp+E— =4 €.
P 20 |, (aoaeT dg | .

(32)

The quantity, |0 — p|, is the magnitude of the change in the
estimate of full system reliability due to the modeling error,
€. It is a measure of the sensitivity of the general MLE of
full system reliability to a given modeling error, and it is the
bias in the MLE due to the modeling error, €.

Practically, the outcome of the tests are unknown before a
testing regime must be developed. Thus, the expectation of
the quantitiy |ge — p| is useful for test sizing and evaluating
estimator accuracy. The expression for the expectation is,

gMLE(é78)
el

ahg

Elpe—pl~e+ o5

N -1
; (F(e)) E

(33)

Note that the Hessian is replaced with its expectation, which
is the negative of the Fisher Information, F(0), for the gen-
eral maximum likelihood estimator. The expectation is a
bias in the MLE estimate due to model error.

Given the model error, €, the MSE of the general max-
imum likelihood estimator is composed of the asymptotic
variance of the estimate from and the approximate expected
bias of the estimate from Eqn. (33). From Eqn. (1), the ex-
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pression for the MSE is,

E [(h (o) —pﬂ ~ 1 (8)TF(8) "W (8) + (E (e — p))-
(34)

Note that E [fg — p] = € when full system tests are not per-
formed and that the quantity &2 is the penalty to the MSE of
the estimator for not performing any full system tests. The
bias, €, is a subjective input into any analysis performed
using the MSE in Eqn. (34) (e.g. performing a test sizing
study to minimize MSE); it is interpreted at the maximum
error in the model for the system reliability .

4.2 Special Case: Fully Series System
From Eqn. (19), the MLE in the series-subsystem case is
found according to

0= £(0
arg max £(6)

p
subject to p = l—ij7 (35)
j=1
It is straightforward to determine the score vector taking
partial derivatives of Eqn. (21). Making the substitution
p= H?lej in Eqn. (21) and taking the derivative, the j=

1,2,...,p elements of the score vector for the series case are:
872_ Y+Xj - (n_Y)p o (nj_Xj) (36)
apj  pj  (l=p)p; 1=p; ~

[9]. Because ® =0 < p; <1 for all j, it is known that the
Hessian matrix is continuous and, consequently, symmetric.
From Eqn. (36), the elements of the Hessian for the series
case are:

Y4+X; n—Y)p? (nj—X; .
9’£ T ﬁ T iy VhenJ=k
ap ap (n—=Y)p . (37)
9 Pk U op when j #k,

[9]. The Fisher information matrix, F(8), for the series case is
the negative expectation of the Hessian. The corresponding
elements of the information matrix F(8) = [Fj(6)] for the
series case are:

"P+'2UP./'
Fj (9) = pj

np? nj .
T gy When =k,

np .
W when J 7é k,

[9]. The elements of the derivative dhe /00 for the series case
are

(38)

ahg
Ipi

P
= II »i

J=Lj#

(39)

Finally, the derivative, dguLe(p;, €)/dE€, is found by evaluat-
ing Eqn. (30) with the series model, this gives,

&gMLE(Pi,S) _ Y (n—Y) Hf:l pi
Je =" 5 P 2, (40)
pznizlpl (I_Hizlpi) pi
and, the expected value of the derivative is
| "
. {w] SR VT R
oe pi (1-TI., pi) pi

Eqns. (35), (38), (39), and (41) are the terms necessary for
evaluating the MLE with the MSE (the asymptotic lower



bound variance and bias) for a series system, given the mod-
eling error €.

S. OPTIMAL TEST PLANS

In this section, the optimal combination of system and
subsystem tests, in terms of MSE and total test plan cost,
is determined for a hypothetical series system using the
methodology described in the previous section. The hypo-
thetical system is an analogue for a system composed of five
independent subsystems that are testable. Let the reliabili-
ties of the five subsystems be as defined in Table 1. Given no
modeling error, the full system reliability is 0.904, and per-
forming a set of subsystem tests (a set of subsystem tests
consists of one test for each subsystem) reduces the MSE
(estimation uncertainty) more than a full system test (see
Section 3).

Table 1: Subsystem reliabilities for a hypothetical
system with five subsystems in series.

Reliability
Subsystem 1 0.990
Subsystem 2 0.985
Subsystem 3 0.980
Subsystem 4 0.975
Subsystem 5 0.970

The methodology described in the previous section allows
a test planner to assume that the system reliability model
may be incorrect (the function that relates the subsystem
reliabilities to the full system reliability is incorrect). Among
other reasons, model error may arise because some of the
subsystems are dependent or because a component is left out
of the subsystem definitions or test plan. The methodology
allows the model error to contribute a bias to the MSE of the
general maximum likelihood estimator based on the number
of full system/subsystems tests. Loosely, full system tests
contribute unbiased information to the general maximum
likelihood estimator. Thus, as the number of full system
tests increases relative to the number of sets of subsystem
tests, the model error contributes less to the bias term of
the MSE.

The contours of the MSE for the general maximum like-
lihood estimator of system reliability are computed for the
hypothetical system from Eqn. (34) given no model error
and given three different non-zero model errors: € = —0.025,
€ =—0.050, and € = —0.075. (Hence, the maximum errors
range from approximately 2.8 to 8.3 percent of the true re-
liability.) The contours are plotted in Figure 1. The X-axes
of the plots is the number of sets of subsystem tests, and
the Y-axes of the plots is the number of full system tests.
Each contour is a Pareto frontier for achieving the speci-
fied MSE, given the modeling error, in terms of the number
of full system tests and sets of subsystem tests. The sub-
figure for the case with no model error indicates that a set of
subsystem tests reduces the MSE of the general MLE more
than a full system test (although the difference in the reduc-
tion is small indicating that a set of subsystem test is worth
about the same as a full system test in terms of reducing
MSE). The sub-figures for the nonzero negative model er-
rors indicate that the model for system reliability (a series
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Figure 1: The contours of the MSE are computed
for the hypothetical system, given no model error
and given three different model errors: &= —0.025,
€ =-0.050, and &€ = —0.075.

model) produces overly confident estimates of system reli-
ability when subsystem tests are predominant. The MSE



values are penalized by the square of the assumed modeling
error when full system tests are not performed and less when
some full system tests are performed. Assuming the model
error € = —0.025, € = —0.050, or € = —0.075, indicates that
performing a full system test reduces the MSE more than a
set of subsystem tests.

The design of a test plan should also account for the cost
of the tests. To achieve an MSE of 0.005 or less (root mean
squared error 0.07 or less) many different test plans can be
devised. The total cost of the test plan depends on the
number of each type of test: subsystem and full system. To
illustrate the effect of cost on the test plan design, assume
that a full system test of the hypothetical system (described
in the previous paragraph) costs twice as much as a set of
subsystem tests. If the modeling error is € = —0.025, then
the optimal test plan, in terms of cost, is to always perform
sets of subsystem tests. However, if the modeling error is
€ = —0.050 or € = —0.075, then the optimal test plan is a
mix of full system and sets of subsystem tests.

The cost benefit of performing a mixture of full system
and subsystem test is is depicted in Figure 2. Four test
plans are listed, each provide a MSE of 0.005, given a model
error of € =—0.050. The maximum cost test plan consists
of performing only full system tests. The other three test
plans, which consist of a mixture of full system and sub-
system tests, are less costly (given that a set of subsystem
tests is half the cost of a full system test). The potential
cost reduction from performing one of these three test plans
instead of performing only full system tests is plotted as a
percentage in Figure 2. For € = —0.050, the minimum cost

20

8 For a fixed

MSE of 0.005 14.7%

4+ 16
%
8 .. ande=-0.050
£
c 12
o
B
>
T e
o
£ 6
[
=<
[
o
2 Best test program
0 in terms of
i cost reduction
Hypothetical ‘;&@@@ %z&@é\ {;&&@@ {3&@
Test-Program &o"*\‘—ﬁ" $°:$\“’*‘) o‘;\\“’\\% (,,6°" *‘;@
Options: SR L AN
N N s <

Figure 2: The potential cost reduction from per-
forming a mixture of full system and subsystem tests
instead of performing only full system tests.

test plan consists of nine sets of subsystem tests and ten full
system tests. Several other test plans have the same total
cost, for example, nine full system and eleven sets of sub-
system tests or eight full system tests and thirteen sets of
subsystem tests. However, if modeling error is a concern,
then it is optimal to perform the maximum number of full
system tests that can be performed while achieving the de-
sired MSE for the least cost. The contours of the MSE for
€ = —0.075 betray the optimal test plan in terms of cost for
achieving a MSE of 0.005 (see Figure 1). The contour of
0.005 is almost level after a few sets of subsystem tests, and
so, the optimal test plan in terms of cost is to perform fifteen
system level tests and two sets of subsystem tests.
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6. CONCLUDING REMARKS

The main purpose of this paper was to develop a method
for including the effect of modeling error in the MSE of a
general MLE for system reliability. This was accomplished
by decomposing the MSE of the MLE into the variance of
the MLE and a bias from incorrectly specifying the model
for the system reliability. The variance of the MLE was
approximated with the Fisher Information. The bias was
approximated by computing the sensitively of the system
reliability MLE to a maximum modeling error, given a pro-
posed test plan consisting of a mixture of full system and
subsystem tests. The method showed that the bias penalty
in the MSE diminished as the number of full system tests
increased relative to the number of sets of subsystem tests
and that the square of the model error was the bias term in
the MSE when full system tests were not performed. The
method enables optimum test plans to be developed for sys-
tem reliability estimation involving trade-offs between the
MSE (estimation accuracy), the degree of modeling error,
and the cost of doing system and subsystem tests.
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ABSTRACT

We propose to apply principles from the Army
Evaluation Center’s Mission Based Test and
Evaluation (MBT&E) to Unmanned and Autonomous
Systems (UAS) Test and Evaluation (T&E) in order to
conduct rigorous, real-world testing based on
anticipated military missions. In order to understand
MBT&E, we introduce and describe its parent, the
Mission and Means Framework. Finally, we describe a
vignette that incorporates autonomous systems in the
context of a mission to illustrate these principles.

Categories and Subject Descriptors

General Terms
Management, Performance, Design, Experimentation,
Standardization, Languages, Verification

Key Words

Mission and Means Framework, Mission Based Test
and Evaluation, Measures of Performance, Measures
of Effectiveness, Simulation Based Test and
Evaluation, Unmanned and Autonomous System Test
and Evaluation, Capability Based Evaluation

1. Mission and Means Framework

The two - sided missions and means
framework provides a structured way to describe key
elements of military operations that are essential to
understand in order to successfully model and
simulate those operations. The framework provides
the necessary structure to support a disciplined,
repeatable procedure to explicitly specify the mission
and assess mission accomplishment [1].

The framework consists of seven levels and
four operators that describe a military mission. Cast
within a context and environment, each side executes
a mission to achieve a specific purpose. A mission is
decomposed into tasks which are the building blocks
and based on authoritative sources
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such as the Uniform Joint Task List (UJTL) which are
commonly accepted terminology and definitions. task
lists such as the UJTL, etc. are deliberately designed
to facilitate the ability to associate mission specific
conditions and standards[2].

6. Context, Environment {Military, Civil, Physical, etc )

7. OWNFOR Why = Purpose, Mission

7. OPFOR Why = Purpose, Mission

e 5.Index: Location
t 7. Mission l 8 Time l 7. Mission T
4. Tasks, Operations 0 0 4. Tasks, Operations
o 1 41 o
7 o — S
3. Functions, 1. Interactions, 3. Functions,
N ZAES 7
0,3~ 2.Components, 2.Components,  Can
Forces Forces

Figure 1: Mission Means Framework

Conditions and standards for specific tasks
are established based war gaming and course of action
(COA) mission planning. The same task may be
iterated several times with different sets of conditions
and standards based on when and where the task
iteration is to occur within the concept of operations.
The execution of the task (operations) may be
structured to provide quantitative metrics in the form
of Measures of Performance (MoP) which describe
minimum acceptable levels of performance in terms of
time, distance, accuracy, etc. Standards may also be
structured to provide more qualitative metrics in the
form of Measures of Effectiveness (MoE) which
describe the desired end state or purpose of the task as
specified by the commander in his intent statement.
Functions and capabilities are based on physical
systems (and systems of systems) and their
components. When a physical system is employed in
the context of a task, the degree to which the task can
be successfully executed depends upon the capability
and functionality afforded by the system. Components
(the building blocks of systems) and forces (human
and robotic) are directly affected by interactions and
effects (kinetic, electromagnetic, etc.) of conflict.




The framework employs four operators to
describe the dynamics of military planning and
decision making as both the functions and capabilities
of components and forces are affected by conflict.
The blue operators (arrows) represent military
planning and re-planning based on available
components and forces. The red operators describe
feedback dynamics of the conflict.

2. Mission Based Test & Evaluation

(MBT&E)

In 2008, the Army Evaluation Center
adopted and customized the Mission Means
Framework as a touchstone for conducting testing.
MBT&E [3] is a methodology that focuses T&E on
the capabilities provided to the war fighter. MBT&E
links the mission and associated tactics, tasks and
performance standards with the capabilities of the
system under test. The Center shifted their focus from
component testing (meets a standard) to answer a
more challenging and relevant question: “Does the
system provide what the war fighter needs to
accomplish the mission?” with respect to the test
domain (performance, quality, reliability, etc).
MBT&E provides a framework, procedure and
complexity constraint strategies to 1) link capabilities
to the attributes of the materiel system-of-systems, 2)
develop evaluation measures that assess capabilities
and attributes and 3) and link the evaluation measures
to all available data sources.

MBT&E is focuses on a key concept:
capability — which is defined as the ability to achieve a
desired effect or result, outcome, or consequence of a
task under specified standards and conditions, through
a combination of means and ways to perform a set of
tasks. Capabilities are the building blocks for this
evaluation strategy.

| Higher Level Task/Action
or

Means AE"ab'e
Organization (forces, units), Training, Caﬁabiﬁty
e fevnmen oo E%)—‘ﬂ Task |—>| Desired |
Ways
Doctrine (tactics, techniques and * *
T S | Conditions | | Standards |

Figure 2: MBT&W Capability

System performance is measured by systems
engineering metrics are integrated to determine system
performance functionality in the context of doctrine,
tactics, leadership and policies. They are integrated
into system-of-system task performance and compared
against MOPs and MOEs.

MBT&E specifies five major purpose areas
with a total of 19 steps. The five major purpose areas
are: 1) understand the mission, 2) understand the
system, 3) design the test & evaluation, 4) determine
the results and 5) report the results. MBT&E is an
evolving process and a number of innovative proof-of-
principle pilot studies are underway.
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3. Application of MBT&E to UAS

For the purpose of modeling mission — task
— function — component decomposition, we present the
following vignette which was a developed as part of a
larger scenario. This vignette was created with a
minimalist intent to allow researchers to isolate the
impact of component failure upon functions, task
performance and mission accomplishment.

Per the MBT&E guidelines, we specify the
following environmental context: The area of
operation is Southwest Asia (desert environment); the
context for the scenario is that the national
government has been overthrown and a combination
of terrorists and militants will take possession of a
nuclear weapons facility. The mission for blue forces
are to overcome local security forces if required,
emplace failsafe devices on the nuclear weapons and
secure the facility for follow-on forces. For the
vignette, the mission of the blue force is to conduct a
reconnaissance by fire. The mission of the red force is
to set up a hasty defense and prevent blue forces from
traversing the road. The force composition of this
vignette is simple: two red tanks versus a blue
autonomous aerial surveillance drone (UAV) and an
autonomous armed ground robot (UGV).

Our mission-task decomposition follows
standard doctrine until autonomous system tasks are
assigned. Autonomous system tasks do not currently
exist and were adapted from currently existing tasks.
In particular, our UAS tasks incorporate surveillance,
the ability to infer enemy intent and re-plan a
navigation course that will take advantage of terrain
features to provide tactical surprise. Our mission to
task relationship:

e “SN 3 Employ Forces”: represents the
decision and action taken at the national
level to use the military element of national
power in response to a crisis caused by the
actions of an external opposing faction.

e “ST 134 Integrate Direct Action in
Theater”: represents the planning and
coordination actions taken by the geographic
combatant commander to secure the nuclear
warheads.

e “OP 1.2.4.7 Conduct Direct Action in the
Joint Operations Area (JOA)”: represents
the planning and execution actions being
taken by the Joint Task Force Commander
responsible for the JOA, to neutralize
opposing forces in order to secure the
nuclear warheads.

e “ART 8.1.2 Conduct an Attack”: represents
the mission given to the blue forces
(humans, traditional systems and robotic
systems) to support the Joint Task Force’s
action to neutralize opposing forces. The
purpose of the attack is to destroy opposing
forces and occupy positions on key terrain in



order to prevent those forces from capturing
the nuclear warheads.

e  “UAS 2.3 Perform Intelligence, Surveillance
and Reconnaissance”; represents the activity
performed by unmanned sensors (i.e.
UAV’s) to monitor, detect, identify and
report enemy activity in areas of interest.

e “UAS 231 Provide aerial tactical
intelligence overwatch”: represents activity
performed by a UAV to detect,
communicate enemy location and movement
in areas of interest.

e “UAS 3.3 Employ Fires”: represents the
means by which the robotic equipped
company intends to engage opposing faction
forces who might interfere with their
maneuver to and occupation of the key
terrain.

e “UAS 3.3.3.1 Conduct route
reconnaissance”: by robotic assets based on
terrain database movement and tactical
intelligence

e “UAS 3.35.1 Exploit terrain to expedite
tactical movements”: — based on mobility
constraints, enemy location and terrain
features, compute optimal path

e “UAS 3.3.8 Conduct Lethal Direct Fire
Attack”™: — apply direct fire to neutralize
identified enemy.

We adapted the UAS specific tasks from FM 7-
15 Army Universal Task List for both the UAV and
the UGV. The UAV is responsible for UAS 2.3
Perform Intelligence, Surveillance and
Reconnaissance and it’s subordinate task: UAS 2.3.1
Provide tactical intelligence over watch. The tasks
assigned to the UGV are UAS 3.3.3.1 Conduct route
reconnaissance, UAS 3.3.5.1 Exploit terrain to
expedite tactical movements and UAS 3.3.8 Conduct
Lethal Direct Fire Attack. Inferring enemy intent is a
joint intelligence task UAS 2.1 Collaborative
Situational Decision Making.

During the initial phase of the operation, the
UAV performs tasks UAS 2.3 Perform Intelligence,
Surveillance and Reconnaissance and subordinate task

UAS 2.3.1 Provide aerial tactical intelligence over
watch. During the execution of this task, the UAV
identifies two enemy tanks that are located on the
road. This information is communicated to the UGV.
The UAV determines that the enemy tanks are in a
fortified position and is blocking the route. The UAV
infers that the mission of the enemy is to prevent
friendly vehicles from passing their fortified position.
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Figure 3: Vignette — UAV performs aerial tactical
intelligence over watch

Once the enemy’s intent is determined and
passed to the UGV, the UGV performs UAS 3.3.3.1
conduct route reconnaissance and determines that the
original course of action — to follow the road — is no
longer viable. The UGV switches to task UAS 3.3.5.1
Exploit terrain to expedite tactical movements and re-
computes a new course of action based on the terrain
elevation and mobility. The UGV computes an
alternative route dynamically by evaluating off-road
mobility and selecting terrain features to mask
movement in order to maximize the element of
surprise.

Figure 4: Vignette — UGV exploits terrain to
expedite tactical movement

The new route exploits the hilly nature of
the terrain. The UGV computes an off road route that
requires more fuel expenditure because of decreased
mobility associated with sand but provides a tactical
advantage. The enemy forces expect the main attack
from the direction of the road. Once the UGV crests
the hill, task UAS 3.3.8 Conduct Lethal Direct Fire
Attack is executed and the enemy tanks are destroyed.



Figure 5: UGV Conducts Lethal Direct Fire Attack

4. Component Failure and Loss of

Functionality

While the outcome of the vignette favors the blue
side, the value of mission based testing is
illustrated when a component or components fail
due to stress or are destroyed during ballistic
interactions.

We examine a key subsystem of the weapon
system that the UGV will use to destroy the
opposing enemy tanks. This subsystem is critical
to accomplishing UAS task 3.3.8 Conduct Lethal
Direct Fire.

The projectile tracking sub-system of the
UGV weapon system is an electromechanical
system that is composed of multiple components
and subordinate subsystems. The purpose of the
projectile tracking sub-system is to measure the
ballistic trajectory of the projectile (bullet) and
determine if the projectile reached a desired aim
point. The components of the projectile tracking
system (PTS) shown in figure 6 are:

PTS

=
A\ 4

| Revr 2 |

|
—| PTS exciter i

| PTS transmitter |
|

| Low-voltage power |
|

| Turret wire 2 |

Figure 6: Projectile tracking system (PTS)

There are three parallel sensors connected to four
components. The integrated circuit unit (ICU 1)
computes the ballistic trajectory and determines if the
system has achieved the desired aim point. While one
sensor may fail, the other two sensors can provide the

| Revr 1 | | Revr 3
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required information.  But suppose one of the
components in the serial chain fails before the 1CU
can process this information? Clearly, the system will
not be able to accurately track the ballistic trajectory
of the projectile.

Failure of one of the components in the PTS
is critical because for the UGV, the PTS provides
critical feedback to the UGV primary computing
system. The relationship between the PTS and other
subsystems is shown in Figure 7.

The PTS is linked to the vehicle mobility
subsystems: drive sprocket, tracks, left and right
traction motors and backup braking. Because the PTS
is linked to the mobility subsystems, it failure will
prevent the UGV from correctly adjusting it position
so that future projectiles can be accurately aimed

[ ] Projectile tracking :
| |
IIIIIIIIIIIIIIIIIII.

| Either drive sprocket |
I
| Either track |
|

| Left traction motor |

| Right traction motor |

|
| Backup braking |

o

Figure 7: PTS and Mobility Subsystems

If the PTS failed, the UGV would be unable
to accomplish UAS task 3.3.8 Conduct Lethal Direct
Fire. In turn, the enemy tanks in their reinforced
blocking position on the only road would prevent blue
force access. Denying access to the road would
degrade or delay the ability of the blue forces to
accomplish a higher order task: ART 8.1.2 Conduct an
Attack.

From a graph theoretic viewpoint, the
relationship between the mission, tasks, functions or
capabilities and components or forces can be viewed
as a rooted tree. The mission is of course the root of
the tree with branches for each task, as well as for
each function or capability and with terminal leaves as
components or forces. The role of Mission Based Test
and Evaluation is to determine the impact of
component, subsystem and subsystem failures and
map these failures to this directed graph in order to
find a minimum cut set that prevents the successful
accomplish of the mission. Identifying the maximum
likelihood of such cut sets could lead to more robust
mission based metrics.

5. Conclusion

The Mission and Means Framework is
responsible for stimulating innovative concepts and



applications across the Department of Defense. One of
these applications has been MBT&E.

MBT&E is a new philosophy developed by the
Army Evaluation Center for testing the efficacy of
new systems within a mission context. The purpose of
MBT&E is to answer the question: “Does the system
provide what the war fighter needs to accomplish the
mission?” By refocusing the purpose of test and
evaluation on the needs of the war fighter, test and
evaluation gains relevance to real world conflict and
increases confidence that newly fielded systems can
perform in operational environments.

We propose to apply MBT&E concepts to testing
unmanned and autonomous systems in order to
demonstrate their relevance to the warfighter. By
integrating postulated tasks to notional components,
critical mission essential tasks, functions and
components can be identified for hardening and
reinforcement.
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ABSTRACT

Test and evaluation may be viewed as a technology en-
abler for the successful deployment of unmanned vehicles
and robots in all their envisioned applications. It is however
a challenging endeavor, considering that roboticists and de-
velopers are not used to thinking of test and evaluation as
an integral component of robot development. Moreover, the
community who has conducted test and evaluation up to
this date does not possess the tools to cope with the grow-
ing complexity of unmanned and autonomous systems. This
paper proposes a solution to one of the hardest problems in
testing and evaluation of robots: test planning. The ap-
proach put forward relies on constructive simulation tools
and on new techniques for searching in high dimensional
spaces. The goal of the test planner is to generate a set
of tests that make highly efficient use of resources to unveil
weaknesses of the system under test. A secondary objective
of the paper is to create reciprocal awareness between test
and evaluation and robotics communities, who could benefit
significantly from each other.

Keywords
Robotics, Unmanned and Autonomous Systems, Modeling
and Simulation, Test and Evaluation

1. INTRODUCTION

Several technology roadmaps that have been published lately,
e.g.: [8], [14], [15], etc. foresee a more predominant role of
robotics® in several aspects of human society in the coming
years. Furthermore, most of these reports agree on the fact
that robotics represents a significant and growing commer-
cial market. The main goal of these roadmaps is to guide
policy makers and to focus research efforts. However, it is

The term “robots” in the context of this paper refers to
a variety of autonomous agents with the ability to interact
with their environment, with humans, and eventually with
other robots.
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almost perplexing, how key technologies and technology en-
ablers are easily overlooked. The “challenges” in autonomous
driving sponsored by DARPA have been regarded as major
successes. However, it is unclear when and how these tech-
nologies will be used in common day driving. According to
the Computing Community Conssortium’s (CCC) robotics
roadmap [8], within the next 5-year time frame, autonomous
vehicles will demonstrate driving safety “comparable to a hu-
man driver.” The authors cautiously add: “with clearly lit
and marked roads.” This exemplifies the gaps and ambigui-
ties that plague robotics. First, to the best of knowledge of
the authors, a well-defined methodology that will allow for
assessing “driving safety comparable to a human driver” in
autonomous systems is nonexistent today. Furthermore, the
disclaimer specifying the conditions under which the system
will work, creates ambiguity that confounds someone who
may want to acquire a vehicle with autonomous driving ca-
pability.

The example above illustrates well current challenges that
stand before acquisition organizations procuring Unmanned
and Autonomous Systems (UAS) for the government, par-
ticularly in the military domain. On the one hand, UAS are
becoming key assets in modern military operations. There
is significant pull from the warfighter requiring technology
that provides relief from “dangerous, dirty, and dull” tasks.
On the other hand, developers are trying to satisfy those
needs with unmanned vehicles that are increasingly capa-
ble and sophisticated. Between these two parties stands the
Defense Acquisition System with the Test and Evaluation
(T&E) community supporting it. They have the mission
of expediting the transfer of those technologies to the field,
while making sure that the acquired assets fulfill the needs
of the end-user. Higher levels of autonomy, emergent behav-
ior, heterogeneous forms and evolving levels of cognition are
some of the new challenges that need to be tackled by the
T&E community when dealing with UAS. These are all new
challenges for a community who had established procedures,
facilities and methodologies for testing against well-defined
and very specific requirements. The paper by Macias ex-
pounds the problem of UAS T&E (UAST) in full length [9].

Limitations of current T&E practices do not nullify its va-
lidity. T&E represents the feedback element that provides
knowledge for timely risk mitigation during the development
cycle of any system [6]. Hence, the development of robots
could benefit from such knowledge. The authors of this pa-



per argue that T&E represents a key, highly underrated, and
neglected technology enabler. Particularly, in robotics, there
is the need for metrics to quantify robot capabilities and ef-
fectiveness. Then, complementary to metrics, there is the
need for principled approaches to the generation of proce-
dures altogether with facilities and personnel requirements
for Test and Evaluation of robotic capabilities. Improved
T&E capability will be followed by a smoother transition
of robots from the developers’ laboratories to the field. As
a consequence, society will start benefitting from robotics
technology much sooner, rather than waiting for its matu-
ration, or worse, being afraid of it.

Recently, a growing tendency has emerged promoting the use
of modeling and simulation (M&S) to support the develop-
ment of robot software. Tools such as Microsoft Robotics
Developer Studio, Player/Stage/Gazebo, Webots, USAR-
Sim, etc. provide simulated environments where developers
test their control algorithms as they are developed. The ad-
vantages of this approach to robot software development are
evident, among them:

e There is no risk that the robot will cause damage to
people, to its environment, or to itself.

e This approach is highly efficient in terms of time and
resources.

e Minimal requirements in terms of facilities and test
equipment.

e Code can be used with almost no modifications in the
real platform.

Simulations consist of experiments created by the developers
to verify proper function of their code. However, a visible
deficiency of these tools is the lack of a connection to con-
cepts from dependable computing, verification and valida-
tion, formal methods, etc. These are all key aspects to con-
sider when robots are viewed as safety critical systems. The
military community has gathered significant experience and
knowledge in these areas, which could be assimilated by the
robotics community in order to generate more systematical
approaches to the development of robots. Conversely, the
military community may benefit from the knowledge stem-
ming from the robotics community, because roboticists are
the ones who advance technology underlying unmanned and
autonomous vehicles used in the battlefield.

Test planning is one of the key challenges that need to be ad-
dressed by the UAST and robotics communities. More “in-
telligent” test planning capability may lead to a more agile
T&E process and to a more efficient utilization of resources.
The main goal of this paper is to introduce an architecture
that leverages upon M&S for automated test planning. This
confers its users the ability to use M&S tools to fully under-
stand the main factors that affect the measures of effective-
ness and to identify the most relevant tests which may be
used in different phases of the T&E process.

Section 2 introduces important terminology, concepts and
principles related to M&S and T&E. Section 3 addresses the
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need for metrics, and it presents the mission-based capability-
driven T&E and the mission and means framework as useful
tools for finding metrics and measures of effectiveness. Sec-
tion 4 elaborates on the process of test planning in general.
Section 3 presents a concrete instance of an architecture for
automated test planning with its major components. Sec-
tion 6 explains the main rationale guiding the decisions to
select an appropriate modeling and simulation tool. Finally,
Section 7 summarizes the main ideas introduced in this pa-
per, and it lists a series of conclusions.

2. MODELING AND SIMULATION IN UAST

One of the objectives of this section is to establish a clear
distinction between the concepts of modeling and simula-
tion and test and evaluation, as well as their relationships.
A number of definitions are introduced in this section to es-
tablish proper terminology usage and the conceptual back-
ground underlying the work presented in this paper. These
definitions have been extracted textually or adapted from [6], [5],
and [4].

Test and Evaluation (T&E). “Process by which a sys-
tem or components are exercised and results analyzed
to provide performance-related information. T&E en-
ables an assessment of the attainment of technical per-
formance, specifications, and system maturity to de-
termine whether systems are operationally effective,
suitable and survivable for intended use, and/or lethal.”

Developmental T&E (DT&E). Encompasses all T&E ac-
tivities that take place while the system is still being
developed.

Operational T&E (OT&E). It “is conducted to evaluate
system operational effectiveness, suitability and sur-
vivability in support of the full-rate production deci-
sion review.”

Modeling and Simulation (M&S). The processes by which
simplified representations of reality (models) are used
to predict how systems might perform or survive under
various conditions or environments.

Simulation. “A simulation involving real people op-
erating real systems.” This definition assumes that
“people operate systems,” which is not general enough
to accommodate autonomous systems. This category
could consider mock operations where real autonomous
systems are used. This type of simulation is the most
demanding in terms of resources, range safety, instru-
mentation, etc. Although the simulation results may
be considered realistic because they involve the actual
physical system, the simulated operations are designed
with many constraints. As stated by a test pilot: “in
live exercises we simulate; in simulation, we actually
do things.”

Live

Virtual Simulation. “A simulation involving real people
operating simulated systems.” For instance, this cate-
gory applies to different forms of flight simulators op-
erated by real pilots for training purposes. Extending
this definition to the autonomous domain, it could be
interpreted as a mode of operation where autonomous
systems operate in a virtual world, that is, a form



of hardware-in-the-loop simulation. Here, the control
computer of a robot could be interfaced to a virtual
world. The robot gets synthetic stimuli from the sim-
ulated environment. Conversely, signals generated by
the robot controller affect the simulated environment.

Constructive Simulation. “Models and simulations that
involve simulated people operating simulated systems.
Real people stimulate (make inputs) to such simula-
tions, but are not involved in determining the out-
comes.” In the autonomous case, complete systems
are simulated in the virtual environment. This is the
main simulation type addressed in this paper.

Accreditation. “The official certification that a model, sim-
ulation, or federation of models and simulations and
its associated data are acceptable for use for a specific
purpose.”

Verification. “The process of determining that a model im-
plementation and its associated data accurately repre-
sents the developer’s conceptual description and spec-
ifications.”

Validation. “The process of determining the degree to which
a model and its associated data are an accurate repre-
sentation of the real world from the perspective of the
intended uses of the model.”

VV&A. Verification, validation and accreditation. All three
are necessary for models to have relevance if used in
the context of T&E.

The Defense Acquisition Guidebook (DAG) [6] acknowledges
the value of M&S in T&E recognizing it as an “essential
tool in achieving both: an effective and efficient T&E pro-
gram.” The DAG also points to the pitfalls, particularly
to the limitations of M&S when dealing with systems that
are not understood well. The DAG recommends a philos-
ophy of interaction between T&E and M&S. According to
this philosophy, M&S provides predictions of system perfor-
mance, effectiveness, suitability, and survivability. On the
other hand, T&E provides empirical data to confirm those
predictions. Empirical data is used to refine the models.
Then, the cycle is repeated, as depicted in Figure 1. The
DAG also highlights the need for accreditation of all all M&S
by the intended user. Accreditation can only be achieved
through a robust verification, validation, and accreditation
(VV&A) process.

The main conclusion that may be drawn from previous anal-
ysis is that M&S and T&E are two different complemen-
tary concepts. Pure physical T&E does not lead to efficient
use of resources. On the other hand, pure M&S lacks rel-
evance. Models can be validated and accredited through
T&E. Hence, there is a continuum of simulation categories
between purely physical (live simulation) and purely virtual
(constructive simulation), with different “shades” of mixed
categories (virtual simulation) in between. T&E is the en-
abler that allows shifting focus from live simulations which
are most demanding in terms of resources towards construc-
tive simulations. The most complex tests at the “Systems of
Systems” (SoS) level are basically impossible to be executed
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Figure 1: Model-test-fix-model philosophy [6]

as live simulations. However, complex constructive simula-
tions can only be validated if smaller subsystems have been
validated and accredited through T&E.

While useful, the DAG recommendations and concepts are
not specific and practical enough to answer key questions
that arise in UAST and robotics in general. Some of them
are: how to design tests?, how to analyze empirical data?,
finding appropriate metrics, etc. This paper proposes prac-
tical alternatives to fill some of those gaps.

3. MISSION-BASED CAPABILITY-DRIVEN
UAST

The main question addressed in this section is the one per-
taining to metrics. Real-life cases have demonstrated that
the traditional approach to T&E based on the verification of
performance requirements do not work properly for complex
systems and that a paradigm shift is necessary. An exam-
ple that is often cited to support this notion is the Predator
MQ-1 UAS, which failed operational T&E but proved ex-
tremely useful on the battlefield [9]. The case of the Preda-
tor proves that metrics for complex systems need to be tied
to measures of effectiveness (MoE) and not necessarily to
measures of performance (MoP). Frameworks such as the
Mission and Means framework (M&M) can help in establish-
ing a hierarchical relationship between mission effectiveness,
tasks, capabilities and system components [7]. By using this
framework it is also possible to trace back mission success or
failure to specific tasks, to capabilities, and to components.

The RoboCup Virtual Rescue competition represents a good
test-case, where mission-based capability driven UAST could
be applied [1]. Although the scenario is simulated, met-
rics such as number of victims found within certain time or
energy constraints are related directly to measures of effec-
tiveness. The mission is composed of a number of tasks such
as: exploring, searching for victims, reporting victims, etc.
Similarly, tasks may be performed only if certain capabilities
are present, for instance: an appropriate locomotion system,
collaborative search capability, localization, navigation, etc.
Another specific example illustrating the application of the
M&M framework is presented in [7].

4. TEST PLANNING

It was mentioned before that the block “New Tests” in Fig-
ure 1 is not elucidated fully in [6]. The process of devis-



ing tests, called test planning, is one of the main challenges
of UAST and robotics in general. Traditional approaches
based on knowledge and experience are riddled with lim-
itations, particularly, considering the degree complexity of
UAS. To guarantee that tests are truly relevant and efficient,
a formal approach to test planning is necessary. Statistical
techniques such as Design of Experiment (DoE) have been
already proposed as viable tools [3]. The authors adhere
to that notion and to the view of T&E of robots as a DoE
problem. The main objective is to obtain a minimal set
of experiments which yields the maximum information with
respect to the hypothesis that need to be tested. To max-
imize the efficiency of physical tests in terms of time and
resources, test planning is crucial. The only way to avoid
the curse of dimensionality in designing experiments with
a large number of independent variables is by including as
much knowledge of the process as possible. This is where
modeling and simulation is most valuable. M&S can be seen
as the main vehicle for incorporating knowledge about the
system.

M&S shall be used as a tool for the generation of a set of ex-
periments. Each experiment corresponds to a specific selec-
tion of independent variables X;. Two kinds of independent
variables may be distinguished:

Intrinsic variables This refers to parameters of the UAS
or team of UAS. Some examples of this type of vari-
ables are:

e Physical properties of the UAS or UAS team,
such as: sensor accuracy, turning radius, actu-
ator power, number of team members, maximum
speed, etc.

e Behavioral properties and their parameters, such
as: localization algorithm, software architecture
(reactive, deliberative, hierarchical, etc.), naviga-
tion algorithm, world model representation, etc.

Extrinsic variables These are all external factors that af-
fect UAS behavior including initial conditions. Some
examples of external factors are temperature, humid-
ity, wind, lighting conditions, initial state (e.g.: posi-
tion), terrain type, obstacles, etc.

As seen from the examples, independent variables may be
continuous or discrete. The outcome of an experiment may
be measured through metrics M;(E), which correspond to
measures of effectiveness, as explained previously. Given
the stochastic nature of the problem, dependent variables
are actually probabilities of the form P[M;(E) > M),
where My, is a threshold value used to measure mission
failure (or success). An experiment Fj may be considered
an n-tuple, which is a combination of independent variables
X

Ep = (X1, Xa,...,Xn); By € RY (1)

Hence, the goal of the test planner is to search in the N-
dimensional space of experiments for those experiments that
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Figure 2: Search space and sought set of experi-
ments

have a specific probability with respect to a metric M(E).
The search could be also extended to consider multiple si-
multaneous metrics. The search is conducted with the help
of a simulation engine, which has encoded a number of rules
of interaction among entities and between entities and the
environment, both defined by models. Thus, the simulation
engine is used to determine the specific outcomes M(FEy).
The actual determination of the sought experiments Ej is
done through a search technique S, which determines the set
of experiments fulfilling the conditions corresponding to the
probability of a specific metric having a concrete threshold
value.

E; = {Ek : P[M(Ek) > MTh]} (2)

The search processes may be better understood through Fig-
ure 2. The rectangle represents the whole search space. Gray
zones surrounded by dotted lines represent the sought set
of experiments FE;. The other continuous lines represent
boundaries of zones where the probability for a particular
value of the metric M(FE}) has a specific value. In practice,
an analytical solution describing FE; cannot be obtained.
Therefore, the final E}; will be a sample of this set.

5. AUTOMATED TEST PLANNER

This section proposes a concrete instance of an architecture
for test planning according to the principles presented in pre-
vious section. The main elements of the planning process are
depicted in Figure 3. The prime objective of this system is to
find the set of experiments Ej, in an iterative process viewed
as an automated test planning process or, also as an auto-
mated DoE generator. Currently, concrete implementations
of each of the functions shown in Figure 3 are being devel-
oped and integrated in the Cognitive Autonomous Systems
Testing (CAST) project sponsored by the DoD Test Re-
source Management Center’s Unmanned and Autonomous
System Test (UAST) focus group, in collaboration with the
White Sands Missile Range and the Army Research Lab.

Two main groups of blocks may be distinguished: group (1),
consisting of simulation engine with model libraries (white
blocks), and group (2) with what could be viewed as the
planner itself (gray blocks). Details about group (1) are
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Figure 3: Automated planner architecture

provided in the following section. The planner, i.e.: group
(2), consists of three main elements:

Scenario generator. This component accesses libraries of
models, which should be verified, validated, and ac-
credited. There are two libraries of such models: one
library with models of UAS and models of other enti-
ties relevant to the missions being simulated, and an-
other library with models of the environment. Exper-
iments generated by the search engine altogether with
models are used to generate so-called scenarios. Sce-
narios are understood by the simulation engine, which
is able to execute them.

Effectiveness evaluator. The effectiveness evaluator uses
metrics defined by the testers to evaluate the proba-
bility of mission success/failure. Since the simulation
engine is stochastic, the outcomes for a certain experi-
ment may vary for different iterations. Thus, the effec-
tiveness evaluator needs to run one experiment several
times to obtain probabilistic measures. The number
of iterations depends on the computational capability
available to the automated planner.

Search engine. The search engine may be considered the
core of the automated test planner. The search may
start from a set of randomized experiments. The main
function of the search engine is to generate a new set
of experiments using previous experiments and their
outcomes.

The overall function of the three components is to gener-
ate scenarios with increasing difficulty for the systems un-
der test. Hence, only extrinsic independent variables may
be manipulated. The resulting experiments Ej}, correspond
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to scenarios yielding a high probability of mission failure.
In CAST, evolutionary computation techniques are used to
implement the search engine. They are explained in further
detail in [16]. All three functions are implemented in MAT-
LAB, which interfaces with the simulation engine through
an Application Programming Interface (API). This API is
a customization of the API provided with the simulation
engine by the vendor.

6. SIMULATION ENGINE

In this section, the rationale are introduced for selecting
a simulation engine suitable for test planning according to
the general principles explained in Section 4, and to the
architecture illustrated in Section 5. What are the main
requirements that need to be considered when selecting a
simulation engine suitable for designing robot tests?. Here
is a non-exhaustive list of key features to consider:

Modeling flexibility. This refers to the ability to incorpo-
rate models with varying levels of fidelity. This is use-
ful for covering all phases of the T&E process (DT&E,
OT&E, etc.). When the system is under development,
some subsystems are still being developed; therefore,
they do not have corresponding models. This is the
case when abstract generic surrogates need to be used.
For example, in case SLAM algorithms to allow for
localization and mapping have not yet been imple-
mented, knowledge of position may be supplied di-
rectly from the actual state of the entity by the simula-
tion engine. At a later point, when SLAM algorithms
need to be tested, the surrogate localization capability
may be replaced with the actual SLAM solution. The
engine should also allow for instantiating several forms
of the same functionality.



Built-in functionality. M&S-based test planning may quickly

become a major software development effort. To avoid
this, it is important that the engine already incor-
porates simple models of interaction and perception,
which could be used as surrogates in the initial phases
of DT&E. This also applies to robot and behavior of
other entities. For instance, if a robot algorithm is
tested for roaming in crowded spaces, it is important
that the simulation engine has default realistic behav-
iors for the people who act as obstacles to the robot.
The effort of developing test scenarios for robot navi-
gation should not become a major effort in developing
the dynamic obstacle behavior.

Handling large-scale simulations. Major challenges in
T&E stem form the fact that it is envisioned that
UAS may be more effective when operating as coopera-
tive teams. Hence, simulations may involve significant
numbers of UAS. Consider for instance the current
vision of employing swarms of micro aerial vehicles.
Simulations can quickly become a serious computa-
tional challenge to any centralized simulation engine.
Therefore, the ability to perform distributed simula-
tion through the use of distributed computing tech-
niques should be considered.

Fast-time simulation support. Many simulators are de-
signed only for real-time simulation. They are not very
useful for search techniques that need to run hundreds
or thousands of these simulations in the shortest time
possible. Hence, the ability to run scenarios in faster-
than-real-time is essential for automated T&E plan-
ning.

Visualization. When performing search, the simulator should

be used in fast-time mode and only a few status mes-
sages may be displayed to the user. However, when the
search engine converges to a specific set of scenarios,
the tester may want to perform a qualitative assess-
ment of their validity. This is done best using some
form of realistic visualization, where the scenarios are
“played” in a 3-D visualization environment with inter-
active viewing control. Sometimes, to have a proper
overview of the test scenario, 2-D visualizations are
also extremely helpful.

Extensibility. Since simulation engines have been devel-
oped for different uses, they lack functionality needed
specifically for T&E. Therefore, the engine needs to be
extendable by the user with elements that are needed
in specific domains. For instance, aerial vehicles may
need high-fidelity aerodynamic behavior, which is not
part of the basic engine functionality. Similarly, sim-
ulation of RF-propagation is another feature, which
may not be part of the simulation engine but which
should be addable by the user.

Interfacing to other applications. Since the user may
already have tools developed in other environments,
it is also important that the simulation engine has the
capability to interface easily with other applications.
For example, in the architecture presented in previ-
ous section, the search engine, performance evaluation
and scenario generation modules are implemented in
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Figure 4: 3-D interface to simulation engine

MATLAB. Seamless interfacing between the simula-
tion engine and MATLAB is necessary. Interfacing to
other applications may be simplified when the simula-
tion engine is provided with a well-documented API.

Reliability. Although stochastic variability is a desired fea-
ture, it needs to be under control of the user. For ex-
ample, simulations may be triggered to exhibit stochas-
ticity by changing seeds of random generators in the
different scenario executions. However, if seeds are
kept the same, the simulation engine should always
yield the same results.

The simulation engine selected for the CAST project is VR-
Forces from MAK technologies [13]. VR-Forces complied
with most of the requirements listed above. VR-Forces it-
self is the simulation engine (“back-end”), which has been
developed with the main objective of enabling distributed
simulation by making use of standard distributed simulation
protocols such as DIS and HLA. This feature is ideal for im-
plementing large scenarios with many participating entities
distributed across several networked computers. For visu-
alization (“front-end”), there are two types of GUIs which
could be selected, one with 2-D representation and one with
3-D representation, as seen in Figure 4.

Out-of-the-box functionality of VR-Forces is relatively so-
phisticated, and it includes a number of features, such as:
models of interaction between entities, basic models of per-
ception, rules of engagement, ability to incorporate plans,
path planning capability and sophisticated individual and
group behaviors enabled through the add-on B-Have [11].
Currently, the authors are engaging with researchers from
the Army Research Lab (ARL) with the purpose of obtain-
ing validated models of real UAS. Meanwhile, the automated
test planning capability is developed using models that are
well-known in the robotics community [10].

The VR-Forces API has been used extensively to allow for
seamless connectivity between MATLAB and the simulation
back-end. As mentioned before, MATLAB is used as the
main prototyping tool for algorithms related to test plan-
ning capability. The effort of interfacing these two elements



has two main work areas: enabling functionality for config-
uring scenarios, and enabling functionality for metric evalu-
ation by obtaining simulation information from the so-called
“state repository” [12].

7. CONCLUSIONS

The robotics field stands at a crossroads. The exploratory
phase with some of its successes has created great expecta-
tions. But it seems that it has also reached a critical point.
It could be even said that, to a certain extent, the robotics
field has outpaced itself. The time has arrived when it is nec-
essary to assess what has been accomplished and the path
forward. Sound scientific principles need to be brought back
to the practice of the robotics discipline to solidify its foun-
dations. This fact has been acknowledged in several circles
in the robotics community. It has motivated the organiza-
tion of special interest groups and workshops such as “Good
Experimental Methodology in Robotics” [2], “Performance
Metrics of Intelligent Systems,” etc.

Society needs robotics technology, but it cannot take the risk
of accepting systems that do not offer any guarantees with
respect to their regular operation and safety. Testing and
evaluation offers an opportunity to think about effectiveness,
safety, reliability , etc. of robotic systems. Furthermore, it
also bring a wealth of knowledge and experience accumu-
lated over the years in the practice of T&E of military sys-
tems. It is in the hand of roboticists to use this experience
and to contribute to its further development.

This paper has presented some concepts on using M&S as
an efficient way to plan and generate tests of UAS. Beyond
that, it has also put forward specific alternatives on how to
put those concepts into practice. While there is still a long
path to travel before reaching a seamless synergy between
M&S and T&E, this work could be viewed as an initial effort
towards that goal. It is expected that the concepts and
tools proposed here will be refined and expanded gradually
with the demands of the users of robotics technologies, and
with the efforts of robot developers from all backgrounds:
academic, industrial, military, etc.
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ABSTRACT principally to reduce risk exposure to combat troops in hazardous

conditions, and for advance reconnaissance and threat
neutralization. These vehicles will need to display a high degree
of autonomous capabilities. Further, their capabilities must be
acceptable to the warfighter and his/her logistical support
structure. However, current DoD test and evaluation capabilities
and methodologies while sufficient for tightly tethered human-in-
the-loop systems are insufficient for the mission certification of
complex autonomous systems operating in non-deterministic
environments [1]. Autonomous systems of the future will need to
be tested so their mission capabilities, robustness, and failure
modes are predictable to the warfighter. The principal challenge
therefore is the set of scalable test strategies for these future
autonomous systems. The goal of the test community is that these
autonomous systems be broadly accepted to seamlessly operate
either independently or as part of a human-in-the-loop system and
scale from small to large deployments. Our goal is to develop an
efficient intelligent test process that will enable the rapid
introduction of autonomous systems on the battlefield.

A DoD mission and challenge is to enable a high percentage of
autonomous vehicles in the warfighter fleet by 2015. These
systems will need to display a high degree of autonomous
capabilities. The capabilities of these autonomous systems must
be acceptable to the warfighter and his/her logistical support
structure. Autonomous systems of the future will need to be tested
so their mission capabilities and robustness are predictable to the
warfighter. The principal challenge therefore is the set of test
strategies for these future autonomous systems. The goal of the
test community is that these autonomous systems be broadly
accepted to seamlessly operate either independently or as part of a
human-in-the-loop system. Our goal is to develop an efficient
intelligent test process that will enable the rapid introduction of
autonomous systems on the battlefield. We propose a novel war
game simulation-based multi-objective  evolutionary  test
framework that combines the elements of testing an autonomous
system’s mission execution capabilities as a function of its innate
capabilities and evolutionary computation.

We propose a novel war game simulation-based test

Categories and Subject Descriptors framework that utilizes evolutionary algorithms for identifying
1.2.8 [Artificial Intelligence]: Problem Solving, Control the mission failure modes. While the traditional application of
Methods, and Search — Heuristic methods; 1.2.9 [Artificial evolutionary methods is for efficient synthesis or design, we
Intelligence]: Robotics —  Autonomous vehicles; 1.6.7 propose the use of these methods for the efficient identification of
[Simulation and Modeling]: Simulation Support Systems — failure scenarios from a mission satisfaction perspective. This

approach combines the elements of testing an autonomous
system’s mission execution capabilities as a function of its innate
capabilities and evolutionary computation. In this paper, we

Environments; J.7 [Computers in Other Systems]: Military.

Gen_erf‘lI Terms ) _ present the evolutionary test framework, preliminary experimental
Algorithms,  Measurement,  Performance, ~Experimentation, results based on a limited scale war game, and ideas for
Verification. developing this work into a deployable mission based test and

evaluation framework [2].

Keywords ] . This research effort is being conducted under the auspices of
Autonomous  Systems, Test and Evaluation, Evolutionary the DoD Test Resource Management Center’s Unmanned and
Algorithms, Multi-objective Optimization, Tradeoff frontier, War- Autonomous  System Test (UAST) focus group, and in
game Simulation. collaboration with the White Sands Missile Range and the Army

Research Lab.

1. INTRODUCTION
A key DoD mission is to enable a high percentage of autonomous 2. RELATED WORK

vehicles in the warfighter fleet by 2015. This is being driven In this section, we present background and briefly review the
literature in complex adaptive systems, evolutionary multi-
© 2009 Association for Computing Machinery. ACM acknowledges that objective optimization, and search-based systems test.
this contribution was authored or co-authored by a contractor or affiliate .
of the U.S. Government. As such, the Government retains a 2.1 Complex Adapt|ve Systems
nonexclusive, royalty-free right to publish or reproduce this article, or to Complex adaptive systems constitute a dynamic network of
allow others to do so, for Government purposes only. diverse and adaptive systems. The paradigm originally coined at
PerMIS'09, September 21-23, 2009, Gaithersburg, MD, USA. the Santa Fe Institute has been used to model disease propagation,
Copyright © 2009 ACM 978-1-60558-747-9/09/09...$10.00 financial markets, and economic networks [3].
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The complex adaptive systems paradigm has been
implemented in a number of military simulations in the form of
agent based models. Structurally, a set of combat agents interact
with one another in a simulated battlefield. A combat agent is an
autonomous computational entity with an internal state and
associated decision-making process implemented as a set of rules
governing tactical behavior [4]. The agent’s state is usually
represented as a dynamic vector describing metrics such as agent
position, identity, current functionality, and so on. Combat agents
can interact with one another by passing messages between
themselves, which can represent communication, cooperative
actions, or conflict. Given these elements, a military-domain
agent-based model is then a collection of interacting combat
agents instantiated within a virtual “artificial world” that contains
a terrain-based environment within which the agents function as
well as contend with other hostile combat agents. Existing agent-
based models of land warfare such as Irreducible Semi-
Autonomous Adaptive Combat (ISAAC) [5], Simulation of
Information in Battlefield Decisions (SinBaD) [6], and AgentKit
[7] all address the emergent behavior of combat units of
interacting Blue and Red agents.

2.2 Evolutionary Multi-objective
Optimization

Evolutionary Algorithms (EAs) have received a lot of attention
for use in optimization and learning applications, and have been
applied to various practical problems [8], [9]. In recent years, the
area of evolutionary multi-objective optimization has grown
considerably [10], starting with the pioneering work of Schaffer
[11].

Most real-world optimization problems have several, often
conflicting objectives. Therefore, the optimum for a multi-
objective problem is typically not a single solution—it is a set of
solutions that trade-off between objectives. The Italian economist
Vilfredo Pareto first generally formulated this concept in 1896
[12], and it bears his name today. A solution is Pareto optimal if
(for a maximization problem) no increase in any criterion can be
made without a simultaneous decrease in any other criterion. The
set of all Pareto optimal points is known as the Pareto frontier or
alternatively as the efficient frontier. In the absence of further
information, each such solution is as good as the others are when
all objectives are jointly considered. Each solution on the Pareto
frontier is not dominated by any other solution. Formally, given
an n-dimensional measurable space whose elements can be
partially ordered, a vector in this space X = (X1, Xp, ..., Xp) IS
considered non-dominated if there exists no other vector z such
that x; < z; for all i, and x, < z, for at least one 1 < k <n. The
symbol < may be interpreted as “the right-hand-side of it is as
good as or better than its left-hand-side” without loss of
generality.

A review of mathematical programming-based optimization
methods for multi-objective problems is presented in [13]. These
techniques generally require multiple executions to identify the
Pareto frontier, and may in several cases be highly susceptible to
the shape or continuity of the Pareto frontier, restricting their
wide practical applicability. An evolutionary multi-objective
optimizer works by systematically searching, memorizing, and
improving populations of vectors (solutions), and performs multi-
objective search via the evolution of populations of test solutions

102

in an effort to attain the true Pareto frontier. This characteristic
allows finding an entire set of Pareto optimal solutions in a single
execution of the algorithm. Traditionally, multi-objective
optimization has been pursued via the application of single-
objective optimizers to linearly (or nonlinearly) weighted and
aggregated objectives, and repeating the optimization for multiple
weight combinations. While this traditional approach appears
satisfactory in practice, the method is unable to identify non-
convex regions of the Pareto frontier [14]. This problem is more
pronounced when the underlying models that represent mappings
to multiple mutually competing output objectives are nonlinear.

Practical evolutionary search schemes do not guarantee
convergence to the global optimum in a predetermined finite time,
but they are often capable of finding very good and consistent
approximate solutions. However, they are shown (theoretically
and practically) to asymptotically converge under mild conditions
[15].

2.3 Search-based Systems Test

Mission based testing involves the automated generation of a
large number of realistic missions within a high-fidelity
simulation environment to help identify scenarios that induce
system failure. This concept is not only being adopted by the DoD
and presented in this paper, but also by NASA for test and
evaluation of autonomous deep space systems [16], [17]. We
briefly but chronologically review the literature on the use of
evolutionary algorithms for systems test.

Schultz et al. [18], [19] use a genetic algorithm for testing
the controller of an autonomous system. Their approach subjects a
controller coupled to a vehicle simulator to a combination of fault
scenarios generated by a genetic algorithm. The genetic algorithm
searches for those combinations of faults that produce degraded
system performance. Corno et al. [20] use a genetic algorithm to
generate test patterns for sequential digital circuits. Their genetic
algorithm generates a sequence of values to be applied to the
input pins such that the outputs of a fault-free circuit will be
different from the corresponding ones of a faulty circuit. A
generally similar approach to dynamic test pattern generation for
software programs is presented by Michael et al. [21]. Harman et
al. present a multi-objective genetic algorithm that can identify a
“branch-adequate” test set for software programs. A branch-
adequate test set includes at least one test case that can trigger the
execution of at least one branch, and covers every possible branch
in the program flow. Windisch et al. [23] present a particle swarm
optimization approach that generates test cases for software
programs. Nguyen et al. [24] present an evolutionary test method
for autonomous distributed software systems such as web
crawlers. Terrile and Guillaume [25] use evolutionary algorithms
to search a space of possible behaviors to identify emergent
behaviors that are unexpected or detrimental in spacecraft
systems.

3. EVOLUTIONARY MISSION BASED
TEST AND EVALUATION

The evolutionary mission based test and evaluation framework is
based on the use of a multi-objective evolutionary algorithm
(NSGA-II [26]) and MAK VR-Forces [27], a simulation toolkit
for generating and executing battlefield scenarios. In this
simulation environment, various types of Blue (friendly) and Red



(enemy) force compositions can be created and allowed to engage
according to high-level directions. The engaging entities (such as
tanks, infantry, and UAVs etc.) have configurable behaviors, and
they behave as distributed autonomous agents in the battlefield
scenario. A vignette of a battlefield and forces engagement
scenario involving tanks is shown in Figure 1.

Figure 1: A vignette of a battlefield and forces
scenario involving tanks.
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Figure 2: Evolutionary framework for test of autonomous
systems.

The architecture of the test and evaluation framework is
shown in Figure 2. For a given mission, the multi-objective
evolutionary algorithm intelligently generates a series of test
cases that will drive the mission to fail. This approach of driving
mission failure rather than mission success allows the
identification of an autonomous system’s failure modes. Each test
case that the evolutionary algorithm generates varies the Blue and
Red force asset distributions, initial conditions, opposing force
capabilities, terrain, and theater of engagement, constituting a
configuration. This configuration is executed to completion in the
simulation environment. At the conclusion of each execution the
system states and outcomes are observed to generate metrics
feedback to the evolutionary algorithm. The simulation execution
and outcome are influenced by factors such as dynamic obstacles,
and behavior of opposing forces. The metrics of interest computed
at the conclusion of each execution are Loss Exchange Ratio
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(LER)* and Percentage of Healthy Enemy Forces (PHEF)?. The
evolutionary algorithm seeks to minimize both these metrics.
Minimization of the LER metric rewards friendly losses, and
minimization of the PHEF metric rewards enemy losses. Both
these metrics oppose one another, and an optimal tradeoff frontier
is identified. Such a tradeoff frontier allows the decision-maker to
evaluate the conditions and outcomes associated with each of the
tradeoff scenarios optimal from a mission dissatisfaction
perspective.

4. EXPERIMENTAL RESULTS

In this section, we present preliminary experimental results based
on a limited scale war game involving a set of M1A1 Blue tanks
and T80 Red tanks. While the M1A1 tanks are more superior and
powerful to the T80 tanks, the evolutionary algorithm drives the
search to identify weak engagement scenarios for the M1A1l
tanks.

Figure 3: The simulated 2000 meter x 2000 meter battlefield
terrain.

The simulated 2000 meter x 2000 meter terrain where the
battle ensues is shown in Figure 3. The highest point on this
undulating terrain with significant foliage (elevated green areas)
is 66.5 meters with respect to a zero altitude (brown areas)
baseline. A three dimensional view of a portion of this terrain is
shown in Figure 4 for perspective. The layout of the forces
engagement theater is shown in Figure 5. In this layout, the Blue
and Red forces may originate from one of the four corners, but the
Blue and Red forces may not originate from the same corner. The
task for each opposing force is to reach and take a target point
within the Blue-Red forces engagement zone. For these

! Ratio of number of damaged enemy assets to number of
damaged friendly assets.

2 Ratio of number of healthy enemy assets to total number of
enemy assets.



preliminary experiments we lower-left biased the engagement
theater due to the dense foliage in the upper right of the terrain
and further due to the two lakes present. This way, all engagement
takes places only on solid ground.

Figure 4: A 3D view of the battlefield terrain.
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Figure 5: Layout of the forces engagement theater.

The multi-objective evolutionary algorithm varies the
following parameters: Blue force size from 50% to 200% of the
Red force size, which is fixed at ten T80 tanks; X-Y coordinates
of the target point within the Blue-Red forces engagement zone;
and the start locations of the Blue and Red forces with the
constraint that Blue and Red forces cannot start from the same
location. We use a population size of 20, and a total of 30
generations, for a total of 600 simulations. Each simulation
executes for 3 minutes, resulting in a total execution time of 30
hours. The best tradeoff frontier at the conclusion of the
evolutionary algorithm execution is shown in Figure 6. Each of
the scenarios on the tradeoff frontier is shown superimposed on
the terrain in Figure 7. The green circles correspond to the target
points; the red squares show the starting location of the Red force;
the blue square shows the starting location of the Blue force.
Further, the Blue force size is at least 80% and up to 200% of the
Red force size for each of the tradeoff scenarios.
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The interesting observation is that as the overall goal is
mission dissatisfaction, the Blue force is always selected to
originate from the undulating upper right of the terrain, while the
Red force is predisposed to originating from the more even lower
left or right of the terrain. Further, there is a cluster of targets at
the transition point from the higher to low altitudes which allows
the Red force to take advantage due to the line of sight visibility
constraints for the Blue force as they descend to the lower altitude
terrain.
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Figure 6: Best tradeoff frontier identified at the conclusion of
the evolutionary algorithm execution.

“

Figure 7: Best tradeoff frontier points shown superimposed on
the terrain.

5. CONCLUSIONS AND FUTURE WORK

In this paper, we have developed and presented a basic framework
for the intelligent test and evaluation of autonomous systems.
This framework is based on the use of autonomous systems
simulation tools and multi-objective evolutionary algorithms. The
evolutionary algorithm identifies failure modes through intelligent
search. We have presented preliminary experimental results based
on a limited scale war game involving a set of M1A1 Blue tanks
and T80 Red tanks.

Our goal is to develop an efficient and scalable test process
that will enable the rapid introduction of autonomous systems on



the battlefield. The basic framework presented in this paper in an
advanced deployable form is expected to support the DoD
mission and challenge to enable a high percentage of mission
certified autonomous vehicles in the warfighter fleet by 2015. To
achieve this goal several objectives need to be met. A first
objective is experimentation with more complex battlefield
scenarios involving force mixtures (tanks, infantry, aircraft etc.)
and terrain. The next objective is speeding up the overall
simulation execution time through high-performance hardware.
The next objective is distributing the computation and leveraging
a coevolutionary computational framework [28] as shown in
Figure 8 to enable a scalable network-efficient search over large-
scale battlefield scenarios. The long-term vision is to empower a
decision-maker tasked with test of complex autonomous systems
with a fast virtual system so these autonomous systems can be
robustly mission certified to be broadly accepted and seamlessly
operate either independently or as part of a human-in-the-loop
system.
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Figure 8: Distributed coevolutionary computation.
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1. ABSTRACT

Autonomous system innovations have overrun the test and
evaluation capability to find problems before they become
expensive to fix --- or lethal. The autonomy paradigm demands
that an equivalent test and evaluation system be conceived,
architected and engineered, operated and evolved. This in turn
demands an autonomous test and evaluation enterprise, staffed
with competent systemists, as the enabling agent. This paper
outlines the metrics and key capabilities for realizing such an
enterprise. It features a game-theoretic basis, a model-based
systems engineering approach and a four part strategic framework.
This paper focuses on the unclassified situation in the U.S. Dept.
of Defense. However, these ideas will apply to other domains of
autonomy in both the public and private sectors.

Categories and Subject Descriptors
C.3 [Computer Systems Organization]: Special Purpose and
Application-based Systems — process control.

General Terms

Management, Measurement, Design, Economics,
Experimentation, Human Factors, Languages, Verification.
Keywords

Ontology, Agility, Reconfigurable, Repurposed, Systemics,

Persistent Integrity Assurance

2. INTRODUCTION

Independent, objective test and evaluation, T&E, is a crucial part
of all projects, especially for systems of higher complexity and
autonomy. DoD-sponsored autonomous systems, both manned and
unmanned, are not benefitting from T&E. T&E is equivalent to
C4ISR where the ‘enemy’ is the extent, variety and ambiguity of
the Unmanned Autonomous Systems, UAS’s, to be tested. DoD
plans to produce more than 1,000 new kinds of UAS’s costing
billions of dollars in the next few years. However, a necessary,
sufficient and efficient T&E capability is not being pursued with
equivalent alacrity and vigor.

The T&E community must learn to create an autonomous
T&E enterprise that can design and generate an agile
infrastructure and plug-in modules thereby enabling the rapid
instantiation of situation-specific T&E systems whenever and
wherever needed.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies
are not made or distributed for profit or commercial advantage, and
that copies bear this notice and the full citation on the first page. To
copy otherwise, to republish, to post on servers or to redistribute to
lists, requires prior specific permission and/or a fee. PerMIS'09,
September 21-23, 2009, Gaithersburg, MD, USA. Copyright © 2009
ACM 978-1-60558-747-9/09/09...$10.00.
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Failure to do this will result either in bypassing independent and
objective testing by taking UAS's from development directly to
the warfighter, or in over-reliance on modeling and simulation that
does not indicate the possible error in its results. Neither of these
alternatives are prudent.

This is about T&E of more than an autonomous vehicle. This is
about T&E of whole systems composed of multiple,
heterogeneous vehicles, networked to C4ISR enabling joint
military missions. Such systems are configured in the field in a
matter of hours, supported by world-wide production and supply
chains and operated by humans, often without benefit of specific
training on the system just created. Also, this is about the design,
engineering and construction of collateral T&E systems in less
than one tenth the cycle time typical of past practices in order to
keep pace with the evolutionary acquisition of UAS’s. In fact, this
challenge reaches clear back into the way practitioners think,
formulate, experience and learn about systems[14]. Current
standards, guides, and handbooks, regarding the processes and
practices of systems engineering, system of systems engineering
and family of systems engineering under conceptualize the praxis
required to formulate necessary, sufficient and efficient
autonomous T&E systems.

Metrics are key. Metrics define the problem. Metrics drive system
design/architecting, engineering/construction/ and
deployment/evaluation. Hypothesizing solutions sans metrics is
malpractice. Accordingly, this paper focuses on whole system
metrics. A subsequent paper will focus on whole systems
realization.

The balance of this paper presents a description of the metrics that
will quantify the problematic situation then a summary of key
capabilities that can respond at the rate UAS’s evolve and
warfighter situations demand.

In addition to military value the advancements described herein
are expected to benefit government, industrial and commercial
domains ranging from global-scale intelligent transportation to
endo-human nanomachines and neurons interfaced to silicon.

3. RELEVANT SEMIOTICS

3.1 Systemics

The concepts that will be used throughout this paper are shown in
Figure 1. On the left side, reading from top to bottom, ‘e’ signifies
entity. ‘= signifies a relation and ‘e—e’ signifies a system. Most
systems consist of more than two entities and one relationship.
This notion is illustrated as three ‘e’ and three r’s. When all are
observable this is called an explicit system. Importantly, [18] adds
that there can be relationships among relationships. This is called
an implicit system. Also, [3] and others point out that if any
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entities or relationships are not observable or predictable then the
notion of soft system applies.

e = entity

— =relation

e
S L=, (R=behavior =
{3 . ‘e} ehavior = [1

S = Stimulus, R = Response

e—e = system

e
A = system (explicit) e _ _
€ € e l> e o= Entity can contain
e ~ asystem
e&zesystem (implicit) e .

e A e+ g A e e
e — N0
System of Systems
(is just another system)

Figure 1. Systemics Concepts

Figure 1, upper right, shows a whole system of entities and
relations exhibiting a behavior labeled []. This notion is also
called Stimulus<>Response by some and Transfer Function by
others. Figure 1, center right, shows the notion that any entity can
be a system, containing other entities and relationships. Bottom
right shows that one or more entities in one system may also
participate as entities in another system. Some people label this
situation System of Systems. Note, however, that the bottom
relationship in the middle system is different when the e’s are
participating in the larger system than if the middle system is not
interoperating with the other systems. Relevant, here, is the [7]
notion of holon, a system that simultaneously can be a component
of another system.

All systems are man made. Some by descriptive modeling of
“natural’ systems, e.g., the human body, and others by prescriptive
modeling of systems intended to successfully intervene in
problematic situations. The essence of a systemics praxis adapted
from [15]. Is shown in Figure 2. Key concepts are Context,
Content Structure. Prudent praxis involves descriptive modeling
of the Context, designated as [1] in Figure 2, especially the
underlying problem system [2], then nominating System Content
[3], the capabilities that are intended to moderate the problem
system. The several hypotheses are then systemized by nominating
structure, the pattern of interrelations among them [5] that is
expected to produce the intended responses when encountering the
various stimuli. The arrangement of content and relationships
comprise the system architecture. In modern systems engineering
parlance this is called the Effects and Capabilities approach to
systems.

Problem System;
Content, Process,
Behavior

Problem Suppression
System: Content,
Adapted from Process, Behavior
Science of Generic Design,
John Warfield

Jack ng‘ ack@ ackrlnﬁ .com 2
Figure 2. Systems Praxis
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When this prescriptive model is implemented the behavior of the
system becomes undeniably evident and often surprising. This
spawned the notion of POSIWID, the purpose of a system is what
it does regardless of designer intent [2] which leads to the notion
that T&E must measure not only system viability in specified
usages (contexts) but also system limits of stability and integrity.

Figure 3 shows the notion of a system (in the center ellipse)
exhibiting its behavior labeled []. A system exists in a Situation
Space, is influenced by the Problem Space and influences the
Value Space. System behavior results from several influences.

Situation
Class Class  value
Problem ); In @ut Type% Space
Space Type f(t)
f®) AValue
L. )’Type
I1=1f(k) = ballistic Class

I1 =f(O) = governor Pr = Problem Space
I1 = f(l) = anticipatory \S/al = \S/?IueISpace

I = f(Sit, O) = homeostatic R = R;Z];Jo%sse
IT=1f(val) = goal-seeking Sit = Situation

IT = f(Pr) = self-organizing IT = System Transfer
I1=1f(Pr, Val) = autopoietic Function

I1 = f(all) = autocatalytic =

Figure 3. Categories of System Behavior

The Problem Space and Value Space artifacts can be categorized
by Class, Type and temporal existence. The Situation Space
attributes are the A Value that the ] must contribute as well as
Class and Type. Labels for the various kinds of system behaviors
are shown at the lower left of Figure 3. These indicate the
spectrum of system behaviors that will be encountered in T&E of
autonomous systems, manned or unmanned.

System behavior ordains system worth. In all but trivial cases and
especially in autonomous situations system behavior manifests in
multiple modes, each with perhaps multiple states within each
mode. We use ‘coverage’ to signify the degree to which T&E
reveals all of these.

3.2 Field of Discourse

Figure 4 presents a concept map of our Field of Discourse
regarding unmanned autonomous systems test and evaluation.

Requisite Variety C>B>A Requisite Variety B>A Requisite Variety A

5l ’” ——
nn o Y )
adjust Descriptive Models *
adapt

co-align

sl

Autonomous:
T&E System
UA!

ST(1..n

Autonomous
T&E

X exercises
Enterprise

&

produces observes

J 1sl1 S

’ o &
! t TEE 4 conveys
Descriptive (.’  Assets
Models Know ledge | //1//
nsbir 8, ; ; . l |
~< . 5000.02 Quick Reaction Missions . .
Programs Programs (.. K Warfighters Oversight

Figure 4. UAST Field of Discourse.

Knowledge //1// serves the needs of various stakeholders
regarding respective UAS’s //2//. Members of a set of autonomous
T&E Systems, UAST(1...n) //3// produce and convey relevant



knowledge as each exercises and observes selected UAS’s. An
Autonomous T&E Enterprise, ATEE //4// designs and generates
instances, UAST (i), of the generic Autonomous T&E System.

Requisite Variety, RV, [1] ramifications are noted across the top
of Figure 4. A UAS must exhibit a certain degree of RV to
accomplish its mission. This, in turn requires a higher degree of
RV by the UAST(i) for testing the UAS. This, in turn, requires a
yet higher degree of RV by the ATEE, that produces UAST’s.

Three more concepts are shown in Figure 4. One concerns
descriptive models of UAS’s //5a// and Stakeholders //5b//. A
second concerns descriptive models of T&E Assets //7// that are
re-used to formulate UAST’s. Descriptive models are executable
formal ontologies that reveal expected system behaviors. The third
recognizes that the Autonomous T&E Enterprise continuously
adjusts its own gradients, adapts its pattern of relationships and
co-aligns its content relative to its context [8].

3.3 Whole System Viewpoint

Figure 5 depicts a whole system anatomy signifying the several
aspects of a whole system that must be measured across a range of
contextual situations. The cloud on the left represents the
problematic situation, containing the problem system from which
stimuli emanate. The primary mission system is called the
Problem Suppression System. It is enabled by the Operational
Availability System (the logistics, maintenance, etc., that keep the
Problem Suppression System running). The Operator Preparation
System prepares the war fighters. The Production System
produces multiple copies. The Test System(s) report on the
readiness of all the others and of ‘itself.”

Operator
Preparation
System

Problem
Suppression
System

Production Sys
Operational

RE vailability System

—-| Test System(s)™ I/

* Lab, integration, acceptance, production, readiness, confidence

Figure 5. Whole System Anatomy

It is important to note and remember our use of UAS signifies the
whole system, including the personnel, as do UAST and ATEE,
respectively.

4. METRICS

4.1 General System Metrics

Useful metrics for a general system are Quality, Parsimony and
Beauty. Quality in the [4] sense of Conformance to Requirements,
a binary Yes or No, not the fuzzy ‘high’ or ‘low’ quality.
Parsimony in the sense that no other system exhibits required
quality at less cost of ownership. Beauty in the machine sense as
articulated by [6] and in the human sense as articulated by R.
Buckminster Fuller, "When | am working on a problem, | never
think about beauty but when | have finished, if the solution is not
beautiful, I know it is wrong."
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4.2 Knowledge Metrics

Figure 6, adapted from [10], clarifies the knowledge metric. Kinds
of knowledge ranging from concepts to theory are listed on the left
side of Figure 6.

Knowledge
Claims

Theory

Relationships form « Interpret
Principles
Situation Invariant —< Transform
Propositions
Relationships form ~———— Observe

Concepts

|+
Instance

Figure 6. Sources and Kinds of Knowledge Claims

Salient discontinuities
in a semantic space

A theory consists of a set of interrelated Principles which, in turn
are a set of propositions that transcend specific situations.
Propositions are interrelated Concepts.  Concepts are the
fundamental building blocks and are simply meaningful
discontinuities in a semantic space. A T&E activity fits on the
right side of Figure 6. T&E Acknowledges UAS events, Observes
the characteristics, Interprets the findings and Produces
knowledge claims (as indicated by the dashed lines). Knowledge
claims can pertain to any of the four constructs on the left side of
the Vee.

Quality of knowledge claims is measured by adequacy, accuracy
and timeliness of the claims. Adequacy connotes the spectrum of
knowledge that occurs across the several kinds of interested
parties. Accuracy (of knowledge claims) connotes not only the
quality of observations but also the assessment of the likelihood of
error in evaluations. Timeliness connotes whether the latency from
time of observation to time of conveyance of the knowledge claim
is/was consistent with stakeholder intended usage.

Parsimony concerns not only the cost of producing the claims but
also how well new claims are conveyed. In light of Ausabel’s
theory of meaningful learning [10] this entails relating new
knowledge claims to stakeholders’ existing knowledge. Of course
this implies that the Evaluation side of T&E be familiar with the
‘audience’ of stakeholders and their knowledge states even though
neither the UAST nor Autonomous T&E Enterprise gets to select
the stakeholders.

4.3 UAS Metrics

The U.S. Dept. of Defense planning horizon anticipates more than
1,000 kinds of UA vehicles spanning Space, Air, Ground, Marine
and Undersea. Current examples range from 40 ton ground-based
monsters to 2.3 gram airborne platforms that carry video cameras.
In addition to these in physical space we can expect many other
kinds of UAS’s in cyberspace.

Stakeholders want to know about UAS Safety, Suitability,
Effectiveness and  Survivability. These describe UAS
characteristics and properties (see Appendix 1) not only in a
specified, nominal scenario but also across a various operating
modes such as degraded, diagnostic, training, maintenance and re-
purposing. Further, UAS dynamic and integrity limits must be
determined by actual test or by estimation techniques.



UAS Testability is a key metric. Inevitably, stakeholders want to
know ‘why’ a UAS system did what it did (and want to predict
what it may or will do in a future scenario). This is a challenge for
the Evaluation side of T&E. It gives rise to a metric regarding the
degree to which a UAS Whole System as shown in Figure 5 self-
identifies and reports its current configuration self assessment of
its readiness. For example, no testing should begin if the UAS is
rife with bugs. If the UAS does not have these capabilities then the
UAST must have the capability to inspect and assess the UAS.

4.4 UAST Metrics

The Autonomous T&E System, shown at [3] in Figure 4, covers
all members of the set, UAS, as well as relevant members of the
sets, Missions, and Stakeholder Interests. The Autonomous T&E
System is a set of UAST(I), each member being sufficient yet
parsimonious with respect to specific UAS-Mission-Stakeholder
triples. A framework for UAST’s is described in (8).

The knowledge needs of the several diverse stakeholders suggest
that tens of test episodes will be needed for each kind of system.
Parsimony factors such as budgets constrain the T&E community
to far less than thousands of unique UAST installations. However
one UAST would be far too large and complex to build, let alone
schedule and operate. The answer lies somewhere in between. We
can be reasonably confident of the concept of a set of UAST(i),
each using a mix of multi-use and situation-specific components
specifically configured to stimulate and observe a part of or a
whole UA system then produce and convey knowledge claims.
However, range of ‘i’ remains to be discovered because it depends
on the maximization of the whole system shown in Figure 4.

Considering the degree of autonomy that can be exhibited by a
UAS or a mission-oriented group of UAS’s a UAST(i) must
exhibit even greater autonomy (essentially Ashby’s Requisite
Variety, RV). This metric has been obvious in Range Safety
systems at large test ranges. Now, a UAST(i) must have the
requisite variety to morph its operations and even its configuration
during UAS operation not only for Range Safety and fratricide
avoidance but also for contriving stimulations and observations as
well as producing and conveying unforeseen knowledge claims.

In essence, the UAST (i) must be able to prevail as the Angel in a
formal game with UAS(s) as Demons while the UAS(s) are
prevailing as Angels in a formal game with their Mission context
as Demons. [Pizzarello, A., OntoPilot LLC, private
communication].

Because of its autonomy each UAST (i) must include the capability
of persistent viability assurance. In Joint testing episodes a
UAST(i) may interoperate with other operational and test systems.
Persistent viability of the associations (as Demons) must be
measured.

Meanwhile parsimony demands that UAST’s must be able to
determine readiness for test of both UAS and UAST systems.
Relevant metrics are incidence of test aborts (ideally zero).

Other metrics reveal cost of UAST generation (including
proactive, facilitated reuse of assets), operation and recovery.
Underneath, asset turnover is a key metric along with metrics for
characterizing each asset as reuseful, reusable and reused.

4.5 ATEE Metrics

The Autonomous T&E Enterprise, ATEE, designs and generates
the Autonomous T&E System as UAST(1...n) instances in
response to UAS-mission-stakeholder triples. The extent, variety
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and ambiguity presented by the UAS set and the desired UAST set
demands that the ATEE operate as an Intelligent Enterprise.
Figure 7 indicates the key context, content, structure and behavior
of an int