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Abstract 

In packet-based video transmissions, packets loss due to channel errors may result in 
the loss of the whole video frame. Recently, many error concealment algorithms have 
been proposed in order to combat channel errors, however most of the existing 
algorithms can only deal with the loss of macroblocks and are not able to conceal the 
whole missing frame. In order to resolve this problem, in this paper we have proposed 
a new hybrid motion vector extrapolation (HMVE) algorithm to recover the whole 
missing frame, and it is able to provide more accurate estimation for the motion 
vectors of the missing frame than other conventional methods. Simulation results 
show that it is highly effective and significantly outperforms other existing frame 
recovery methods.  

Index Terms 
Error concealment, error-resilient video transmission, whole-frame losses, 
H.264/AVC.   

I. Introduction 

With the rapid development of wireless networks, more and more users are seeking 
video services over wireless networks. In video transmission, video data must often be 
compressed to reduce the bit rate for transmission over communication channels. 
However highly compressed video data is more sensitive to channel errors. Since 
wireless networks are always error-prone and cannot provide the guaranteed quality 
of service (QOS), the coded data transmitted over them may be corrupted. Loss of a 
single bit often results in the loss of a whole block and may cause consecutive block 
losses. In addition, because of motion compensation, this error may propagate to 
succeeding frames [2-4].  
To alleviate this effect, error concealment techniques are considered to minimize the 
distortion caused by loss of packets at the decoder. These techniques take advantage 
of the spatial and/or temporal correlation in the received video to interpolate the 
missing data. For image coding and INTRA coded pictures (I-pictures), only the 
spatial correlation will be exploited. A simple and typical spatial error concealment 
method is bilinear interpolation, which is based on interpolating each pixel in the lost 
areas from intact neighboring pixels [5]. In [6-10], more advanced concealment 
techniques were proposed to perform the interpolation adaptively in order to recover 
the missing areas with a greater accuracy.  
In the case of motion compensated interframe coded video (e.g., P-frame), the first 
step in concealing the missing macroblocks (MBs) is to predict their motion vectors 
(MVs) using the MVs of the neighboring blocks. The predicted MVs and the 
reference frame are then used to conceal the missing MBs in the frame [2-4]. If there 
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are no neighboring MBs, the concealment has to rely entirely on the previously 
decoded frame. This situation may arise when the entire P-frame is encapsulated into 
a single packet (i.e., transmitting video at very low bitrates) or the transmission may 
suffer from a burst of packet loss. Bear in mind that the size of the packet is normally 
selected to ensure the optimal trade-off between channel conditions and packet 
overhead. For example, for real-time video streaming the header information is not 
solely limited to the overhead associated with the video coding layer (i.e., slice 
header), but also may include RTP, UDP and IP (not to mention MAC/PHY) 
overheads. Although it is possible to compress the RTP/UDP/IP headers [11], due to 
the high compression efficiency of recent video coding techniques, it is often possible 
that the entire P-frame may indeed be encapsulated into a single, but small-sized 
packet.  
H.264/AVC [12, 13] is the latest standard developed by a joint committee of the ISO 
MPEG and the ITU-T VCEG, which permits a significant reduction in bit rate 
compared to all previous standards, but at the same quality level [14, 15]. On the one 
hand, in H.264/AVC a frame can be divided into different slices. Each slice can be 
decoded independently. Therefore, during video transmission each slice can be 
packetized into one RTP packet. The loss of one packet due to channel errors will not 
corrupt the decoding of other correct packets in the same frame. However, multiple 
packet burst losses are quite common in the wireless networks. Thus all the packets of 
one frame are very likely to be corrupted by channel errors during transmission. In 
this case, the losses of multiple RTP packets result in the loss of a whole frame. On 
the other hand, due to the high compression ratio of H.264/AVC, it is often common 
that an entire coded picture fits the packet size when transmitting low resolution 
sequences at low bitrates. Then usually one coded frame data will be packetized into 
one RTP packet. In such a scenario, the loss of an RTP packet results in the loss of a 
whole frame. Because of the temporal prediction, the loss of a frame can significantly 
affect the quality of subsequent frames in H.264/AVC. Conventional block-based 
spatial and temporal interpolation concealment algorithms [2] are not suitable for 
frame concealment. Therefore, it is necessary to propose an efficient method in order 
to recover the lost frames.  
Frame concealment is an effective method to combat channel errors, and is aimed at 
masking the effect of missing frames to create subjectively acceptable images. So far, 
many frame concealment methods have been proposed [16-22]. Among these 
methods, they generally generate the MVs of the lost frame with the optical flow 
estimation [23-28], or the motion vector extrapolation (MVE) [29, 30]. The drawback 
of these methods is that the quality of the concealed frame is not satisfactory.  
In this paper, we propose a new hybrid motion vector extrapolation (HMVE) 
algorithm to give more accurate estimation for the MVs of the lost frames, than other 
conventional methods in order to conceal the lost frames. Firstly, it will construct an 
MV set including all the possible MV values of each pixel in the lost frame. Secondly, 
wrongly extrapolated MVs in this MV set will be discarded with the proposed 
algorithm. Finally, the frame will be concealed with the MV of each pixel. 
Experimental results show that the HMVE algorithm significantly outperforms other 
existing methods in concealing the lost frame.  
This paper is organized as follows. In Section 2, we briefly introduce the existing 
techniques. In Section 3, we propose our HMVE algorithm, which can improve the 
decoded video quality significantly after transmission over error-prone channels. Then 
we evaluate the proposed method by simulations and present the results in Section 4. 
Finally, in Section 5, we draw the conclusions.  



 

II. Existing Techniques 

Recently, some frame concealment techniques have been proposed to combat frame 
loss during video transmission [16-30].  
Belfiore et al. proposed a method based on optical flow, which is able to conceal the 
lost frames [25,26]. This method firstly estimates the optical flow for each pixel of the 
last decoded frame with the MVs of a few past frames. Then the pixels of the last 
decoded frame are projected onto the lost frame to reconstruct it. For the pixel in the 
missing frame projected by multiple pixels of the last decoded frame, its luminance or 
chrominance value is the average of all contributions. The pixel, which is not filled 
after projection, is interpolated by means of a 9 9×  median filter. This method 
usually provides a relatively good quality, however its performance is not always 
better than the frame copy (FC). In addition, it’s hard to determine the number of the 
reference frames while calculating the optical flow of each pixel. Wang et al. 
proposed to use both the forward and backward MVs for bi-directional temporal 
prediction to handle the entire frame losses [22]. However it may not be suitable for 
delay-sensitive applications.  
MV extrapolation (MVE) is a simple but efficient way to achieve the MV of the lost 
frame [29]. In this method, the MVs of macroblocks (MBs) are first extrapolated from 
the last decoded frame to the missing frame. Then the overlapped area between the 
missing block and the motion extrapolation MB is estimated and the best MV is 
selected. Finally, the corrupted block is concealed with the MV and previous frame. 
This method is able to overcome the disadvantage of incorrect MB displacement, but 
the block (8 8× ) based MV is too rough to cause block artifacts.  
Chen et al. proposed a pixel-based MVE (PMVE) method to conceal the missing 
frame, which is able to get the MV by extending the MV extrapolation (MVE) 
method to the pixel level [30]. As shown in Fig. 1, the pixels in the missing frame can 
be divided into two parts:  

1) For a pixel which is covered by at least one extrapolated MB, such as the 
circle points in Fig. 1, the MV is estimated by averaging the MVs of all 
overlapped MBs.  



 

 
2) For a pixel which is not covered by any of the extrapolated MBs, such as the 

triangle point in Fig. 1, the MV is duplicated from the MV of the same pixel 
in the previous frame [30].  

If the estimated MV is ( )x yMV MV MV= , , each missing pixel ( )mp x y,  can be 
recovered as follows:  
 ( ) ( )m r x yp x y p x MV y MV, = + , +  (1) 

where ( )rp x y,  refers to pixels in the previous frame [30].  
This PMVE method provides a similar performance as block-based MVE does in little 
motions, but it is able to improve the performance greatly in large motion scenes.  

III. Our Proposed Algorithm 

The PMVE method is able to provide a better performance, however it does have a 
shortcoming. The MVs of the lost pixels, which are extrapolated from the MVs of the 
corresponding pixels in the previous frame, may not be accurate. Some MVs are very 
likely to be extrapolated wrongly, especially in large motion scenes. This shortcoming 
will damage the accuracy of the MV for the pixel, thus the performance will be 
degraded. In order to overcome this problem we propose a hybrid MVE (HMVE) 
method based on PMVE, which uses not only the extrapolated MVs of the pixels, but 
also the extrapolated MVs of the blocks. This proposed algorithm is able to discard 
the wrongly extrapolated MVs in order to obtain the accurate MV.  

A. Pixels Classification 

Different from PMVE, the proposed HMVE method firstly classifies the pixels of the 
missing frame into three parts:  

1) Part A: pixels that are covered by at least one extrapolated 4 4×  block. For 
example, in Fig. 2 Part A includes pixels of {1 2 3 4 5 6 7 9 13 14 15}, , , , , , , , , ,  in the 
concealed block 1 .  

2) Part B: pixels that are not covered by any of the extrapolated 4 4×  blocks. 
But the block which the pixel belongs to, has the overlapped area with the 
extrapolated block. For example, pixels of {8 10 11 12 16}, , , ,  in the concealed 



block 1  belong to Part B.  
3) Part C: pixels that are not covered by any of the extrapolated 4 4×  blocks. 

And the block which the pixel belongs to, doesn’t overlap with the 
extrapolated block. For example, all the pixels in the concealed block 2  
belong to Part C.  

Then HMVE will use a new scheme to estimate the MV of each pixel in order to 
discard the wrongly extrapolated MVs.  
In H.264/AVC, the smallest unit for motion estimation and compensation is a 4 4×  
block [12,13]. Thus in our proposed HMVE algorithm, we use a 4 4×  block as the 
concealment unit as shown in Fig. 2.  

B. MV Extrapolation 

Two possible MVs of each block in the missing frame will be estimated by the MVE 
method [29]. As shown in Fig. 2, the MV of the block in the missing frame is 
estimated according to the extrapolated blocks, which occupy the missing block. The 
number of pixels in the overlapped areas (as shown in Fig. 2) is used to obtain the 
weight for the estimation. Let j

nEB  denotes the extrapolated 4 4×  block from the 

j th block in the reference frame to the missing frame n , ( )j
nMV EB  denotes the 

MV of j
nEB , and i

nB  denotes the i th 4 4×  block in frame n . Then the weight is 
given by [29]:  
 ( ) 1 2 (2)
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M  is the total number of blocks in a video frame.  
Then two possible MVs of the missing block i

nB  are obtained, which are denoted 

by ( )i
m nMV B  and ( )i

a nMV B . ( )i
m nMV B  is obtained by selecting the MV of the 

extrapolated block with the maximum weight i j
nw , . ( )i

a nMV B  is obtained by the 
weighted mean value of the MVs of all the overlapped extrapolated blocks. They are 
obtained as follows.  
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If block i
nB  has not been overlapped by any extrapolated blocks, the MV of this 

block is null.  

3.3. MV Selection 

After MV extrapolation, an extrapolated MV set ( )x y
p nMVS P ,  for each pixel is 

obtained . x y
nP ,  represents the pixel with the coordinate ( )x y,  in frame n . After 

extrapolation, pixels in Part A (as shown in Fig. 2) are covered by at least one 
extrapolated block, thus the ( )x y

p nMVS P ,  of them includes the MVs of all overlapped 

extrapolated blocks. For pixels in Part B and C, the ( )x y
p nMVS P ,  is null.  

Then the new MV set ( )x y
nMVS P ,  will be constructed for different types of pixels as 

follows;  
1) For pixels in Part A:  

( ) { ( ) ( ) ( )}x y i i x y
n m n a n p nMVS P MV B MV B MVS P, ,= , ,                (6) 

where x y i
n nP B, ∈ .  

In this MV set, some MVs may be obtained due to the incorrect extrapolation. 
In order to get more accurate MV, the wrongly extrapolated MVs should be 
discarded. Let ( )MV i  denote the i th component in ( )x y

nMVS P , .  
a) Firstly, HMVE calculates the distances between ( )MV i  and other MVs 

in ( )x y
nMVS P , .  

 

( ) ( )22
( ) ( ) ( ) ( ) ( )

1

x x y yDis i j MV i MV j MV i MV j

j N j i
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where xMV  and yMV  denote the x  and y  components of the MV  

respectively, and N  denotes the total number of MV in the set 
( )x y

nMVS P , .  
b) Then ( )num i  is calculated based on ( )Dis i j, , which denotes the 

number of ( )Dis i j,  values that are less than the predefined threshold T  
for 1 j N≤ ≤  and j i≠ .  

c) Finally, only the ( )MV i , which satisfies the condition of ( ) 1num i N≥ − , 
will be considered as the true MV candidate. Other MVs will be discarded 
from ( )x y

nMVS P ,  as the wrongly extrapolated MVs. In this case, the 
accurate MV set is obtained.  

2) For pixels in Part B:  
 ( ) { ( ) ( )}x y i i

n m n a nMVS P MV B MV B, = ,             (8) 

3) For pixels in Part C:  
 1( ) { ( )}x y x y

n nMVS P MV P, ,
−=                      (9) 

 



where 1( )x y
nMV P ,

−  is the MV of the same pixel in the previous frame.  
Finally, the MV of each pixel ( )x yMV MV MV= ,  is estimated by averaging the 

components of the MV set ( )x y
nMVS P , . With help of the estimated MV, each missing 

pixel can be recovered as shown in (1).  
    

4. Simulation Results 

The proposed HMVE method is simulated using the JM10.2 H.264/AVC codec. 
Two standard video sequences, "Mobile" and "Bus", are used to evaluate the 
performance of the proposed algorithm. These sequences are encoded by the 
H.264/AVC standard. The frame size is both at QCIF (176 144)×  and CIF 
(352 288)×  resolution, and the frame rate is 30 frames/s. The period of I frame reset 
is 15 and the number of reference frames is 1. A constant quantization parameter (QP) 
of 22 or 24 is maintained for all frames. A frame only contains one slice. Thus, a slice 
loss means a frame loss. As for the packetization scheme, all the compressed video 
streams related to one frame are stuffed into one packet. This is a typical condition for 
streaming RTP/UDP video over a network in which all packets have the same priority. 
In this case, packet loss means frame loss.  

In order to demonstrate the effectiveness of our proposed method, we compare 
performances of the proposed HMVE algorithm with PMVE, frame copy (FC) and 
motion compensation (MC). FC means copying the previous frame directly for 
concealment. MC means that the original MVs are correctly received, but the residual 



information has been lost. Note that this is a very likely scenario if data partitioning is 
enabled. If the information of one frame is totally lost, its MVs can only be estimated 
from those of other frames. Different from estimating the MVs for block concealment 
algorithms, there is no neighboring information for help to estimate the MVs in frame 
concealment. It’s much more difficult for MVs’ estimation of frame concealment than 
that of block concealment. Therefore, MC could be regarded as the "upper bound" 
while comparing the performances of temporal error concealment methods. In this 
simulation, a P-frame is dropped in each group of pictures (GOP). The dropped frame 
is then concealed by MC, FC, PMVE and HMVE respectively. Their corresponding 
PSNR values are calculated and compared. Fig. 3 and Fig. 4 show the simulation 
results with PSNR vs. frame number for different test sequences with different 
resolutions and QP’s. Experimental results report that the proposed HMVE algorithm 
significantly outperforms FC and PMVE for different sequences.  

For clearer comparison, Table I presents the average PSNR performances over the 
erroneous frames only, which are defined as frames corrupted by the frame losses. As 
shown in this table, the proposed HMVE algorithm yields higher PSNR performance 
than PMVE and FC, and is able to provide up to 8.88 dB and 1.09 dB better PSNR 
performances than the FC and PMVE respectively.  
In order to evaluate the capability to stop error propagation for the proposed algorithm, 
Table II provides the average PSNR performances over the erroneous frames and the 
following P frames, which refer the erroneous frame for encoding. These frames are 
defined as the frames corrupted not only by the frame losses, but also by the error 
propagation. From this table, we can observe that the proposed HMVE algorithm 
yields up to 7.48 dB and 1.15 dB gain over FC and PMVE respectively. Therefore, it 
is quite effective in stopping the error propagation.  

For subjective evaluation, Fig. 5 and Fig. 6 show the results of one frame extracted 



from different sequences, where (a) is the error-free frame, (b) to (e) are the images 
reconstructed using MC, FC, PMVE and the proposed HMVE algorithm respectively. 
Due to discarding the wrongly extrapolated MV, the proposed HMVE algorithm is 
able to capture local motions more accurately than PMVE and leads to a concealed 
frame with less block artifacts. In Fig. 5 and Fig. 6, it can be seen that the image 
quality is consistent with the PSNR measurement and the visual improvements are 
observed to be more significant than the PSNR improvements. In these figures, (e) is 
perceptually superior to (c) and (d), especially around the edges of the image objects.  

It should be noted that the proposed HMVE algorithm could also be capable of 
concealing the I-frame in situations where the entire I-frame is lost and the missing 
I-frame is not representing a scene cut. Bear in mind that in these situations, the 
receiver, regardless of the frame type, can continue to apply the HMVE algorithm to 
conceal the lost frame. To examine this, we carried out further tests to assess the 
performance of HMVE when a missing frame is an I-frame. Fig. 7 shows the PSNR 
vs. frame number for QCIF "Mobile" and "Bus" when QP is 22. Fig. 7 (a) 
corresponds to a case when three I-frames (16th, 31st and 46th frames) are dropped 
for the "Mobile" sequence. The results indicate that HMVE can improve the PSNR 
performance by up to 7.16 dB (46th frame) and 1.32 dB (16th frame), compared with 



FC and PMVE, respectively. Similarly, Fig. 7(b) shows the SNR performance for the 
"Bus" sequence when the missing I-frames are limited to two frames (31st and 46th 
frames). Again, we observe that HMVE can significantly outperform FC and PMVE 
by up to 9.17 dB (31st frame) and 1.23 dB (31st frame), respectively. We should point 
out that since there are no MVs for the I-frame, the performance of MC is not 
included in Fig. 7. Nonetheless, these results indicate that the proposed HMVE is 
capable of providing a much better performance in concealing I-frames than FC and 
PMVE.  

It should also be noted that the main purpose of frame concealment is not only to 
conceal the effect of missing frames, but also to prevent error propagation. The 
simulation results in Table I and II clearly show that our algorithm is highly effective 
in these two aspects. In order to access the performance of the HMVE scheme under 
"real-world" environments, we used a packet loss model in [31] for QCIF sequences. 
The simulation results are shown in Table III to V. Table III presents the PSNR 
performances averaged over all frames for different packet loss ratios (PLRs). These 
results indicate that the proposed HMVE algorithm can maintain its superiority even 
under "real-world" packet loss environments (i.e., up to 5.68 dB over FC and 0.79 dB 
over PMVE). Similarly, Tables IV and V provide the performance comparisons in 
concealing erroneous frames, as well as stopping error propagation for different PLRs. 
In particular, Table IV indicates that the proposed algorithm can provide up to 8.79 
dB and 1.76 dB PSNR gains over FC and PMVE for erroneous frames.  



In our final set of experiments we examine the effect of GOP size on the concealment 
performance. In these experiments, only the first frame is coded as an I-frame and the 
rest are coded as P-frames. Three frames are dropped in each sequence. Fig. 8 shows 
the PSNR vs. frame number for the QCIF "Mobile" and "Bus" sequences when QP is 
22. For the "Mobile" sequence (Fig. 8(a)), the HMVE’s gain over FC and PMVE are 
about 8.16 dB (38th frame) and 0.95 dB (34th frame), respectively. For the "Bus" 
sequence, as shown in Fig. 8(b), the gains are about 7.94 dB (4th frame) and 1.09 dB 
(18th frame). This clearly indicates that the size of the GOP does not seriously impact 
the performance of the HMVE algorithm.  

5. Conclusions 

In this paper, we propose a new frame concealment algorithm, namely HMVE, to 
combat frame loss during video transmission over error-prone networks. As opposed 
to conventional methods, HMVE constructs a new MV set and discards the wrongly 
extrapolated MV. Then the MV of each pixel in the lost frame is estimated more 
accurately than with other conventional methods. Simulation results have 
demonstrated the effectiveness of our proposed HMVE algorithm to conceal the lost 
frame for different sequences. In conclusion, the HMVE algorithm proposed in this 
paper is highly effective and efficient. It is capable of significantly improving the 
video quality that has been corrupted by transmission errors.  

Finally, we should point out that the application of the proposed method is not 



limited to a single packet per frame transmission. For instance, if a frame is 
encapsulated into multiple packets, it is possible that none of them may reach the final 
destination. Under these conditions, the whole frame concealment approach (such as 
the one proposed in this paper) may still be the only affective approach. At the same 
time, in situations where not all the packets are dropped, applying a conventional 
method would be the best solution. Therefore, a combination of both techniques may 
prove very effective in further enhancing the overall concealment performance, 
especially for video transmission over wireless fading channels where a burst of 
packet-loss is expected more frequently.  
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