
Abstract 

In 2008 the Recognizing Textual Entail-
ment Challenge (RTE-4) was proposed for 
the first time as a track at the Text Analysis 
Conference (TAC). Another important in-
novation introduced in this campaign was a 
three-judgment task, which required the 
systems to make a further distinction be-
tween pairs where the entailment does not 
hold because the content of H is contra-
dicted by the content of T, and pairs where 
the entailment cannot be determined be-
cause the truth of H cannot be verified on 
the basis of the content of T. A classic two-
way task was also offered. RTE-4 attracted 
26 teams, more than half of whom submit-
ted runs for the new 3-way task. This paper 
describes the preparation of the dataset, and 

gives an overview of the results achieved 
by the participating systems. 

1 Introduction 

Since 2005, the RTE Challenges have promoted 
research about Textual Entailment Recognition as 
a generic task that captures major semantic infer-
ence needs across many natural language process-
ing applications, such as Question Answering 
(QA), Information Retrieval (IR), Information Ex-
traction (IE), and multi-document summarization 
(SUM), providing a common solution for modeling 
language variability. The RTE task consists in de-
veloping a system that, given two text fragments, 
can determine whether the meaning of one text is 
entailed, i.e. can be inferred, from the other text. 
The system is tested against an annotated dataset 
which includes typical examples that correspond to 
success and failure cases of the above-mentioned 
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applications. The examples represent different lev-
els of entailment reasoning, such as lexical, syntac-
tic, morphological and logical. The Textual En-
tailment Recognition task has raised increasing 
interest in the NLP community, as it seems to work 
as a common framework in which to analyse, 
compare and evaluate different techniques used in 
NLP applications to deal with semantic inference, 
a common issue shared by many NLP applications. 
In fact, by focusing on textual entailment recogni-
tion, the RTE task permits a better understanding 
of the problems related to finding equivalences and 
similarities at lexical, syntactic and semantic lev-
els. The fact that RTE has recently been the subject 
of several studies and has been greatly discussed in 
several papers and workshops all over the world, 
confirms that there is still a call for further investi-
gation in this field. 

1.1 The Previous RTE Challenges 

The RTE task was proposed for the first time in 
2005 as a challenge for systems which dealt with 
the typical issues concerning the recognition of 
textual entailment in different scenarios. This was 
an area of NLP research which had called for thor-
ough investigation for some time, and it immedi-
ately received great attention at a dedicated work-
shop in Southampton, in April 2005. Building on 
the success of the first round, a second challenge 
was organized the following year, and the results 
were presented at the PASCAL Challenges Work-
shop in April 2006 in Venice. The event confirmed 
the successful trend of the previous challenge, re-
cording a growth both in the number of partici-
pants and in the quality of the contribution to the 
research in textual entailment. 

As the interest in the task had been constantly 
increasing during the first two campaigns, it was 
decided to expand the scope of the RTE challenge, 
proposing it to a wider audience at a bigger confer-
ence. The results of the RTE-3 Challenge were 
therefore presented in a workshop dedicated to 
Textual Entailment and Paraphrasing at ACL 2007 
in Prague. Although the task maintained the basic 
structure of the previous campaigns, in order to 
facilitate the participation of newcomers, some 
innovations were introduced, such as longer texts 
so as to stimulate the need for discourse analysis. 
A pilot task, called “Extending the Evaluation of 
Inference Texts” was also proposed, which re-
quired the participating systems 1) to give a more 

detailed judgment, making a three-way decision 
between “YES”, “NO”, and “UKNOWN” against 
the same test set used in the main task; and 2) to 
provide justifications for decisions taken.  

The response in terms of participants was very 
positive this time too, as 26 groups submitted 44 
runs, using different approaches and achieving 
higher scores than in previous challenges. The in-
terest in RTE has been confirmed by the vast sci-
entific production on this subject, and by the fact 
that RTE modules have been used in real NLP ap-
plications, such as Neumann and Wang’s Answer 
Validation system presented at QA@CLEF 2008 
[Neumann 2008]. 

1.2 The Fourth Challenge 

Capitalizing on the positive feedback which 
RTE has received from the NLP community, it was 
decided that the fourth challenge should make a 
step forward by introducing some new elements, in 
order to keep it both affordable and stimulating for 
the largest number possible of NLP researchers.  

A first innovation was represented by the deci-
sion to join the efforts of the National Institute of 
Standards and Technology, which had proposed 
the pilot task in the 2007 campaign, and CELCT, 
which had taken part in the organization of all the 
previous campaigns, presenting  RTE-4 as a track 
of the Text Analysis Conference 
(http://www.nist.gov/tac/). The goal of this new 
consortium was to put together the resources of the 
two institutions in order to reach a larger number 
of people and, at the same time, to offer better 
quality in the preparation of the task and in the 
analysis of the results. 

The other major innovation introduced in RTE-4 
was the introduction of the three-way judgment 
(already proposed as a pilot task in 2007) in the 
main task. 

For the rest, the basic structure of the challenge 
remained unchanged. The settings from which the 
pairs were extracted were Information Extraction, 
Information Retrieval, Question Answering and 
Summarization, as in the previous two campaigns, 
and the same sources and procedures were used for 
the production of the pairs, in an attempt to facili-
tate the comparison between the performances of 
systems which had participated in the previous 
campaigns. 

 
 



 
TASK TEXT HYPOTHESIS ENTAILMENT 

IE Admiral Kuroyedov was in charge 
of the navy during the Kursk dis-
aster of 2000, in which 118 sailors 
died when their submarine sank. 
Kuroyedov is being replaced by 
Vladimir Masorin, who was previ-
ously serving as the Chief of staff 
for the Russian Navy. 

Kuroyedov caused the Kursk dis-
aster. UNKNOWN 

IE Spencer Dryden, the drummer of 
the legendary American rock band 
Jefferson Airplane, passed away 
on Tuesday, Jan. 11. He was 66. 
Dryden suffered from stomach 
cancer and heart disease. 

Spencer Dryden died at 66. ENTAILMENT 

IR The Dalai Lama today called for 
Tibetans to end protests against 
the Beijing Olympics, also telling 
MPs in London he would happily 
accept an invitation to attend the 
event if relations with China im-
proved. 

China hosts Olympic games. ENTAILMENT 

IR Lower food prices pushed the 
UK's inflation rate down to 1.1% 
in August, the lowest level since 
1963. The headline rate of infla-
tion fell to 1.1% in August, pushed 
down by falling food prices. 

Food prices are on the increase. CONTRADICTION 

QA The gambusia affinis, dubbed the 
mosquito fish, is an aquatic preda-
tor that devours mosquito larvae. 
Officials are releasing the fish into 
the fetid waters of abandoned 
pools to reduce the burgeoning 
mosquito population.  

Gambusia is a species of mos-
quito. CONTRADICTION 

QA Four people were killed and at 
least 20 injured when a tornado 
tore through an Iowa boy scout 
camp on Wednesday, where doz-
ens of scouts were gathered for a 
summer retreat, state officials said. 

Four boy scouts were killed by a 
tornado. UNKNOWN 

SUM Kingdom flag carrier British Air-
ways (BA) has entered into merger 
talks with Spanish airline Iberia 
Lineas Aereas de Espana SA. BA 
is already Europe's third-largest 
airline. 

The Spanish airline Iberia Lineas 
Aereas de Espana SA is Europe's 

third-largest airline. 
CONTRADICTION 

Table 1. Examples taken from the test set. 



2 The RTE-4 Dataset 

2.1 Task description and dataset overview 

 
The participating systems were assigned the task of 
recognizing textual entailment in a set of 1000 T-H 
pairs; i.e., they were required to decide, given a set 
of text pairs, called T(ext) and H(ypothesis), 
whether T entailed H or not. Textual entailment is 
defined as a directional relation between two text 
fragment – T, the entailing text and H, the entailed 
text – so that a human being, with common under-
standing of language and common background 
knowledge, can infer that H is most likely true on 
the basis of the content of T. 
Unlike the previous campaigns, the main RTE-4 
task asked the systems to make a three-way deci-
sion, further distinguishing, in case there was no 
entailment between T and H, whether the truth of 
H was contradicted by T, or remained unknown on 
the basis of the information contained in T. 
In other words, the participating systems had to 
decide whether: 
 

• T entailed H - in which case the pair was 
marked as ENTAILMENT  

• T contradicted H - in which case the pair 
was marked as CONTRADICTION  

• The truth of H could not be determined on 
the basis of T - in which case the pair was 
marked as UNKNOWN  

 
The classic two-way RTE task was also offered, in 
which the pairs where T entailed H were marked as 
ENTAILMENT, and those where the entailment 
did not hold were marked as NO ENTAILMENT.  
No development set was provided this year, as the 
pairs proposed were very similar to the ones con-
tained in last year’s development and test sets, 
which could therefore be used to train the systems. 
Four applications – namely IE, IR, QA and SUM – 
were considered as settings or contexts for the 
pairs generation (see below for a detailed descrip-
tion). The length of the H’s was  the same as in the 
past datasets; however, the T’s were generally 
longer, following the decision taken last year of 
moving towards real cases where more discourse 
analysis is required. A major difference with re-
spect to previous campaigns was that the RTE-4 
dataset consisted of 1000 T-H pairs, instead of 800. 

This was due to the fact that while 200 pairs were 
selected for QA and SUM, 300 were chosen for IE 
and IR, as these two settings proved somewhat 
more difficult in the previous campaigns. 
The distribution according to the 3 way annotation, 
both in the individual settings and in the overall 
test set, was as follows: 

• 50% ENTAILMENT 
• 35% UNKNOWN 
• 15% CONTRADICTION.  

2.2 Pair Collection 

 
As usual, human annotators generated T-H pairs 
within the four aforementioned application set-
tings, following exactly the same process as used 
in RTE-3. 

 
The IE task was inspired by the Information Ex-

traction and Relation Extraction applications, 
simulating the need of an IE system to recognize 
that the given text indeed entails the semantic rela-
tion that is expected to hold between the candidate 
template slot fillers.  
 
The T-H pairs which replaced text and structure 
templates of the IE task were produced in the fol-
lowing ways: 

1. Hypotheses were taken from the relations 
tested in the ACE tasks, while texts were 
extracted from the outputs of actual IE 
systems, which were fed with relevant 
news articles. Correctly extracted  in-
stances were used to generate positive ex-
amples, and incorrect instances to gener-
ate negative examples. 

2. The same material was used and the news 
articles were also used to manually gener-
ate entailment pairs based on ACE rela-
tions, simulating the extraction process 
performed by IE systems.  

3. New relations, such as “X discover Y”, 
“X win Y”, etc., were produced both to be 
processed by IE systems and to manually 
generate T-H pairs from collected news 
articles.  

 
In the IR (Information Retrieval) application set-
ting, the hypotheses were propositional IR queries, 
e.g. “corn prices increase”. Texts that did or did 
not entail the hypotheses were selected from doc-



documents retrieved by different search engines 
such as Google, Yahoo and MSN, for each hy-
pothesis. In this application setting, the given pro-
positional hypotheses are assumed to be entailed 
by relevant retrieved documents. 
 
For the QA (Question Answering) setting, both 
questions taken from the datasets of official QA 
competitions, such as TREC QA and QA@CLEF 
datasets, and questions produced specifically for 
the purposes of RTE were fed to actual QA sys-
tems, which retrieved answers from the Web. 
Then, human annotators transformed the question-
answer pairs into T-H pairs as follows: 
 

 An answer term of the expected answer 
type was picked from the answer passage -
either a correct or an incorrect one.  

 The question was turned into an affirma-
tive sentence plugging in the answer term. 

 H-T pairs were generated, using the af-
firmative sentences as hypotheses (H’s) 
and the original answer passages as texts 
(T’s).  

 For example, given the question “How 
many seconds did it take Tyson Gay to run 
100 meters?” and a text  “When Tyson Gay 
crossed the finish line in the men's 100 me-
ters yesterday, the crowd at Hayward 
Field gasped. The clock displayed 9.68 
seconds. Everyone at the US Olympic 
track and field trials knew what that 
meant.”, the piece of information “9.68 
seconds” was extracted from the text and 
inserted into the question, which was fi-
nally turned into the declarative sentence 
“Tyson Gay ran 100 meters in 9.68 sec-
onds”, which became the hypothesis of a  
pair where the entailment held.  

 Examples for which the entailment did not 
hold were created by producing H’s where 
the piece of information answering the im-
plied question was not relevant or contra-
dicted the content of the T. 

 
Using the RTE process, QA systems can verify 
that the retrieved passage text actually entails the 
provided answer (see Ave Exercise, Rodrigo 
2008). 

 

In the SUM (Summarization) setting, T’s and H’s 
were sentences taken from a news document clus-
ter, a collection of news articles that describe the 
same news item. Annotators were given the output 
of multi-document summarization systems -
including the document clusters and the summary 
generated for each cluster. Then they picked sen-
tence pairs with high lexical overlap, preferably 
where at least one of the sentences was taken from 
the summary (this sentence usually played the role 
of T). For positive examples, the hypothesis was 
simplified by removing sentence parts, until it was 
fully entailed by T. Negative examples, where the 
entailment did not hold, were produced in a similar 
way, i.e. taking away parts of T so that the final 
information contained in H either contradicted the 
content of T, or was not enough to determine 
whether T entailed H.  

 

2.3 The final dataset  

 
As in previous challenges, each pair of the dataset 
was judged by three annotators. Pairs on which the 
annotators disagreed were discarded. The dis-
agreement between annotators was often due to the 
fact that one annotator did not consider that some 
extra information was contained in the H, making 
it more specific than the T. In other cases, the dis-
agreement was about whether the information in H 
was contradictory with respect to the content of T, 
or simply not sufficient to determine a judgment, 
especially in some ambiguous cases. Some pairs 
were also discarded because they were too similar 
to others, or their content was otherwise inappro-
priate.  

Both texts and hypotheses were revised by na-
tive English speakers to eliminate the major spell-
ing and grammar mistakes frequently present in 
texts taken from the web. No major changes were 
otherwise made, in order to keep the exercise real-
istic. 

2.4 Evaluation measures 

The evaluation of all runs submitted was auto-
matic, the judgments returned by the system being 
compared to the Gold Standard compiled by the 
human assessors.  



Table 2. Submission results

3-way Task 2-way Task 3-way Task 2-way Task 

Run ID 

A
cc

ur
ac

y 
3-

w
ay

 
ju

dg
m

en
t 

A
cc

ur
ac

y 
2-

w
ay

 
ju

dg
m

en
t 

A
ve

ra
ge

 
pr

ec
is

io
n 

A
cc

ur
ac

y 

A
ve

ra
ge

 
pr

ec
is

io
n Run ID 

A
cc

ur
ac

y 
3-

w
ay

  
ju

dg
m

en
t 

A
cc

ur
ac

y 
2-

w
ay

  
ju

dg
m

en
t 

A
ve

ra
ge

 
pr

ec
is

io
n 

A
cc

ur
ac

y 

A
ve

ra
ge

 
pr

ec
is

io
n 

AUEBNLP1 0.546 0.58 0.5654 0.566 0.5464 IIITSum081 0.309 0.531    
AUEBNL2 

 
 
 

0.547 0.579 0.562 0.578 0.563 IIITSum082 0.307 0.529    

AUEBNL3 
 0.554 0.584 0.522 0.566 0.5465 IPD1 0.427 0.512    

BIU1    0.583  IPD2 0.414 0.51    

BIU2    0.573  IPD3 0.432 0.54    

BIU3    0.584  LCC    0.746 0.7419 

boeing1 0.377 0.515    PeMoZa1    0.563 0.5619 

boeing2 0.459 0.565    PeMoZa2    0.59 0.6287 

boeing3 0.481 0.547    PeMoZa3    0.586 0.603 

cambridge1    0.51 0.5242 QUANTA1 0.588 0.633 0.6332 0.659 0.6225 

cambridge2    0.516 0.5257 QUANTA2    0.623 0.5926 

CERES1 0.405 0.526  0.521  OAQA1 0.616 0.688 0.5811   

CERES2 0.416 0.526    OAQA2 0.52 0.54 0.5811   

CLEAR1    0.595 0.6092 OAQA3 0.432 0.547 0.581   

CLEAR2    0.603 0.613 Sagan1 0.538 0.576    

CLEAR3    0.606 0.6254 Sagan2 0.546 0.571    

DFKI1 0.614 0.687  0.672  Stanford1 0.553 0.614 0.4416   

DFKI2 0.606 0.67  0.699  Stanford2 0.508 0.57 0.5427   

DFKI3 0.56 0.664  0.706  Stanford3 0.508 0.57 0.5427   

DLSIUAES1    0.608  UAIC20081 0.685 0.72  0.721  

DLSIUAES2    0.599  UNED1    0.549  

DLSIUAES3    0.594  UNED2    0.513  

Emory1 0.546 0.576 0.5994 0.588 0.5998 UNED3    0.54  

Emory2 0.547 0.583 0.5954 0.57 0.6012 uoeltg1    0.582  

Emory3 0.543 0.564 0.5975 0.511 0.5115 uoeltg2    0.57  

fbkirst1    0.54 0.4946 uoeltg3    0.524  

fbkirst2    0.546 0.5516 UPC1    0.563  

fbkirst3    0.57 0.553 UPC2    0.554  

FSC1 0.466 0.526    UPC3    0.561  

FSC2    0.526  UMD1 0.556 0.619 0.4427   

KUNLP1    0.51  UMD2 0.556 0.617 0.4426   

KUNLP2    0.519  UMD3 0.554 0.617 0.4408   

KUNLP3    0.497  wlvUK1    0.571  



The main evaluation measure was accuracy, i.e. 
the fraction of correct answers. For the two-way 
task, a judgment of "NO ENTAILMENT" in a 
submitted run was considered to match either 
"CONTRADICTION" or "UNKNOWN" in the 
Gold Standard.  

As a second measure, an Average Precision 
score was computed for systems that provided as 
output a confidence-ranked list of all test exam-
ples. Average precision is a common evaluation 
measure for system rankings, and is computed as 
the average of the system's precision values at all 
points in the ranked list in which recall increases, 
that is at all points in the ranked list for which the 
gold standard annotation is ENTAILMENT. In 
other words, this measure evaluates the ability of 
systems to rank all the T-H pairs in the test set ac-
cording to their entailment confidence (in decreas-
ing order from the most certain entailment to the 
least certain). More formally, it can be written as 
follows: 

 
 

 
 
where n is the number of the pairs in the test set, 

R is the total number of ENTAILMENT pairs in 
the Gold Standard, E(i) is 1 if the i-th pair is 
marked as ENTAILMENT in the Gold Standard 
and 0 otherwise, and i ranges over the pairs, or-
dered by their ranking. 

In practice, the more confident the system was 
that T entailed H, the higher the ranking of the pair 
was. A perfect ranking would have placed all the 
positive pairs (for which the entailment holds) be-
fore all the negative ones, yielding an average pre-
cision value of 1. 

 As average precision is relevant only for a bi-
nary annotation, in the case of three-way judgment 
submissions the pairs tagged as CONTRADIC-
TION and UNKNOWN were conflated and re-
tagged as NO ENTAILMENT. 

 
 

3 Results and discussion 

3.1 Submitted systems and results 

 
Twenty-six teams participated in the fourth RTE 
challenge, the same number as last year: 13 from 
Europe, 9 from America, and 4 from Asia. Most of 
them belonged to the academic world (21), but re-
search centres (4) and industrial companies (1) 
were also represented. Participants were allowed to 
submit runs to one or both of the tasks (2-way and 
3-way judgment). Seven participants took part only 
in the 3-way task; 12 only in the 2-way task and 7 
in both - which means that more than half of the 
participants chose to test their systems against the 
3-way judgment task. The total number of runs 
submitted was 78, among which 33 were for the 3-
way task and 45 for the 2-way task. 

Runs submitted to the 3-way task were auto-
matically converted to 2-way runs (where CON-
TRADICTION and UNKNOWN judgments were 
conflated to NO ENTAILMENT) and scored for 2-
way accuracy. Moreover, participants in the 3-way 
task were also allowed to submit a separate set of 
runs for the 2-way task, which need not be derived 
from any of their 3-way runs. This allowed 
researchers to pursue different optimization strat-
egies for the two tasks. The total number of runs 
scored for the 2-way task was 78 (45 explicitly 
submitted for the 2-way task and 33 derived from 
the 3-way submissions). 

As regards the results, presented in Table 2, in 
the 3-way task the best accuracy was 0.685 and the 
lowest was 0.307. The 3-way task appeared to be 
altogether quite challenging, as the average score 
was 0.5065, quite low compared to the results 
achieved in the 2-way task.  

The systems performed better in the 2-way task, 
achieving accuracy scores (calculated over all the 
78 runs) which ranged between 0.497 and 0.746, 
with an average score of 0.5803. These results are 
lower than those achieved in last year’s competi-
tion, where the accuracy scores (calculated over all 
the submitted runs) ranged from 0.4725 to 0.80, 
with an average score of 0.6158. However, it must 
be noted that a comparison is not really possible as 
the datasets were actually different. 

As a general remark, the IE setting appeared to 
be the more difficult, recording the lowest accu-
racy scores; meanwhile SUM and IR settings 



seemed to be easier. As this trend was present also 
in the previous challenges, focusing on the analysis 
of the differences between settings could help im-
prove the understanding of inference phenomena 
and therefore stimulate advances also in the re-
search about the RTE task itself. 
 
 

3.2 Approaches 
 
The tendency to address the textual entailment task 
by exploiting Machine Learning techniques was 
confirmed in RTE-4. Indeed, at least eight systems 
used ML (in particular, Support Vector Machines) 
with a variety of features, including lexical-
syntactic and semantic features (Emory), features 
based on document co-occurrence counts 
(CLEAR), first-order syntactic rewrite rules 
(PeMoZa), and to extract the information gain pro-
vided by lexical-standard measures (DLSIUAES).  
There was an increase of systems based on deep 
analysis and semantic inferences (e.g. BIU, 
UNED), and, besides syntax, semantics was con-
firmed as one of the most promising and challeng-
ing aspects to investigate in order to detect entail-
ment relations.      
Some approaches were based on logical inferences, 
e.g. BOEING, Cambridge, and OAQA. In particu-
lar, the latter obtained good results exploiting de-
scription logic based ontology (the final decision is 
taken using different ML algorithms). A promising 
direction was represented by precision-oriented 
RTE modules, experimented by DFKI and fbkirst. 
The first obtained very good results combining 
three specialized modules with high-coverage 
backup modules, and applying a voting mecha-
nism.  
Several participating systems exploited lexical si-
milarity measures. Anaphora resolution, Named 
Entity Recognition, and Word Sense Disambigua-
tion were also addressed.  
In general, attempts to face the 3-way task with 
techniques different from the ones adopted for the 
2-way task did not come out. As can be noticed 
from Table 2, there is still room for improvement 
especially in this new and challenging direction.   
 
 

3.3 Resources 
 
As in previous RTE Challenges, lexical databases 
(WordNet1, EuroWordNet2, eXtended WordNet3) 
were the most exploited resources. Also DIRT was 
used in several systems (e.g. BOEING, KUNLP), 
as well as verb-oriented resources such as VerbNet 
(e.g. DLSIUAES) and VerbOcean (e.g. UAIC). Un-
like past RTE challenges, Framenet4 was not used 
by any of the submitted systems, probably because 
of its restricted coverage or of the difficulties in 
modelling FrameNet information. A renewed ten-
dency in considering the Web as a resource arose 
in the successful use of Wikipedia by some partici-
pating systems, in order to extract entailment rules 
(BIU), Named Entities (QUANTA, UPC) and 
background knowledge (UAIC).  
Table 3 shows the resources exploited for RTE-4, 
and the number of groups that have included them 
in their systems.   
Furthermore, various text collections were ex-
ploited as sources of information, such as the Reu-
ters corpus and English Gigaword to extract fea-
tures based on documents co-occurence counts 
(CLEAR), InfoMap, Dekang Lin’s thesaurus and 
gazetteers to draw lexical similarity judgements 
(Stanford). 
 
Resources # submitted  

systems 
WordNet, EuroWordNet, eXtended 
WordNet 

 
18 

Wikipedia 4 
VerbNet 2 
VerbOcean 3 
Nomlexplus 1 
DIRT 5 
PARC 1 
PropBank 1 
NomBank 1 
 
Table 3. Resources exploited by the submitted systems 
 
 

                                                
1 http://wordnet.princeton.edu/ 
2 http://www.illc.uva.nl/EuroWordNet/ 
3 http://xwn.hlt.utdallas.edu/ 
4 http://framenet.icsi.berkeley.edu/ 



 
Table 4. Tools adopted by the submitted systems 
 
 

3.4 Tools 

 Mostly, tools were used in order to pre-process 
data: Part-of-Speech taggers such as TextPro 
(fbkirst) and SVM tagger (KUNLP); parsers such 
as Minipar (e.g. OAQA), Stanford Parser (e.g. Em-
ory); stemmer such as Porter’s stemmer (Sagan); 
Named Entity Recognizer such as Stanford NER 
(e.g. DFKI). Also software tools such as WEKA, 
for Machine Learning, and Lucene, for indexing, 
were largely used (e.g. QUANTA, BIU), as well as 
WordNet Similarity tools (IIITSum08). 
Table 4 lists the tools and the number of groups 
that adopted them for their participation in RTE-4, 
according to the descriptions provided by the par-
ticipants’ reports. 

4 Conclusions and future work 

The Fourth RTE Challenge has demonstrated 
once again that textual entailment recognition rep-
resents an important field of investigation in NLP. 
In fact, it attracted a considerable number of par-
ticipants, demonstrating that many researchers are 
interested in studying more in depth a task that ap-
pears to address a core issue, common to many 
different applications. 

The innovations introduced this year, which 
were aimed at keeping the competition both feasi-
ble for new-comers and stimulating for “veterans”, 
seem to have achieved their goal. The collabora-
tion between NIST and CELCT made the organi-
zation easier and contributed to enlarging the scope 
of the challenge, involving new subjects in the 
competition, and proposing the task in the new 
scenario of the Text Analysis Conference. On the 
other hand, the introduction of three-way judg-
ments to the main task made the exercise both 
more realistic and challenging, as the systems had 
to make a further distinction between pairs where 
the entailment did not hold due to contradiction 
and pairs where it was not possible to give either a 
positive or negative judgment due to lack of infor-
mation. 

As far as the future of RTE is concerned, mov-
ing towards more realistic scenarios remains the 
main concern. In fact, in RTE-5 a pilot search task 
will be proposed, in which a corpus of texts, used 
in the Summarization track at TAC, will be tested 
for entailment against hypotheses based on SCUs 
produced according to the Pyramid evaluation 
method [Nenkova 2007]. Similarly, in the main 

 
Tools 

# submitted 
systems 

SVM tagger tool 1 
TextPro (Lemmatizer, NER) 1 
TreeTagger tool (PoS tagger) 1 
Minipar parser 8 
Stanford parser 3 
SUPPLE parser 1 
RASP parser 2 
Charniak parser 2 
Malt-parser 1 
SAPIR parser 1 
PropBank based semantic parser 1 
Spear parser 1 
Stanford NER 4 
Freeling NER 1 
NERUA system (NER recognition) 1 
Sharp (NER) 1 
SVM-perf  1 
SVM-light 1 
WEKA  6 
Lucene  1 
Logical form generator 1 
Final logic generator 1 
OpenNLP 3 
Natural Language Toolkit 1 
C&C tools 1 
ERG (parsing, generation, and natural 
language understanding) 

1 

SimMetrics library 1 
Java WordNet 1 
WordNet similarity tool 1 
SimMetrics library 1 
Similarity library (JWSL) 1 
MANLI aligner 1 
JavaRap Anaphora Resolution 1 
GATE (General Architecture for Text 
Engineering) 

1 

LT-TTT2 tools (tokenizer) 1 
Curran and Clark’s 2003 Maximum 
Entropy Markov model tagger 

1 

Minner and Carrol’s 2000 morpha 
system for lemmatization 

1 

Porter’s stemmer 2 
BOXER (computational semantics 
tool) 

1 

RoDEO system (querying dependency 
tree collocations from the web) 

1 

Ling-Pipe (Java libraries) 1 



task, the T’s will be selected by cutting and pasting 
from the original documents, without any modifi-
cation. This implies that the systems will have to 
deal with possible grammatical irregularities and 
mistakes. Furthermore, in order to increment the 
exploitation of discourse analysis and co-reference, 
and anaphora resolution, longer passages will be 
proposed as T’s, reflecting the natural segmenta-
tion that a common reader would do, e.g. a para-
graph, or a group of sentences which represent a 
unit of meaning. 

Another goal of the next campaign will be to 
study the relevance of knowledge resources in rec-
ognizing text entailment. In fact, the discussion at 
the RTE-4 workshop highlighted a widespread and 
increasing interest in the various knowledge re-
sources used by RTE systems. In order to meet the 
need for further investigation of their impact on the 
systems’ performances, a section specifically dedi-
cated to them will be added to the RTE Resource 
Pool. The page will contain a list of "standard" 
knowledge resources, which have been selected 
and exploited the most in the design of RTE sys-
tems during the challenges held so far, together 
with the links to the locations where they are made 
available. Moreover, a shortlist of the "top" re-
sources will be provided, as well as some results of 
the data analyses which have been conducted on 
the resources presented in the page. Additionally, 
in order to evaluate the contribution of each single 
resource to the systems' performances, ablation 
tests will be introduced as a mandatory require-
ment for systems participating in RTE-5. An abla-
tion test consists in removing one module at a time 
from a system, and re-running the system on the 
test set with the other modules, except the one 
tested. Comparing the results to those obtained by 
the system as a whole, it is possible to assess the 
contribution given by each single module. RTE 
participants will be asked to run ablation tests on 
all the knowledge resources used by their systems, 
and to submit the results together with the system 
runs. This experiment will represent a first step 
towards the definition of a new pilot task focused 
on knowledge resource evaluation to be proposed 
in one of the future RTE campaigns. 
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