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Abstract

We have developed a self-organized neural nerwork hased method that concurrently de-
tects segmentation errors and performs character recoguition., This method utilizes a two-pass
classification scheme, A page of machine printed text is segumented. and a pre-trained self-
organizing classifier is used to recognize the images produced by the segmenter. inages that
are recognized with a sufficiently high confidence are used to refrain the classifier, adapting
the neural network to the current font tvpe being segmented. Al the segmented images
are then reclassified by the adapted network. The assigned classes of those images which are
confidently recognized are accepted. whereas the images which are not confidently recognized
are rejected. The pages of text used to develop this method were randowly pencrated so that
no context can be used to correct segmentation or recoguition errors. In one experiment,
the first classification pass rejected 6.64 of the total number of images segmented. Of these
rejected images. ouly 3.6% were truly segmentation errors. The other 96.4% were correctly
segmented. A traditional single-pass classification scheme such as this results in the rejec-
tion of an unnecessarily high number of correctly segmented characters. reducing effective
systemn throughput. By retraining the network on ouly those images accepted by the first
pass, the second classification pass rejected only 3.5% of the segmented images. of which
6.7% were segmentation errors. The second pass achieved an accuracy of 99.3% on those
images accepted. This clearly demonstrates the uetwork’s ability to adapt ou the second
pass. increasing system throughput by 3.1%. In all the cases studied. greater than 99% of
all segmentation errors were detected without any lhunan intervention.

1 Introduction

A histogram-based segmentation algorithm has been developed at NIST[1]. Developed for
use on a parallel machine|2]. this algorithm proved to be fast and accurate for macline print.
This histogram-hased segmenter can be used on full page images of text to allow large volumes
of machine printed font data to be segmented. This page-level segmenter is able to segment
characters of differing font sizes and stvles. In order to eusure a high level of accuracy and
to reduce the time needed to segiment large amounts of data, a scheme was developed to



detect segmentation errors while concurrently classifving character images without human
intervention. Section 2 discusses the scheme that was developed. An on-line "real time”
learning algorithm was used in conjunction with the page segmenter to detect segmentation
and classification errors for different fout sizes and styles. The results of this study are given
in section 3. followed by the conclusions in section 4

2 Segmentation Error Detection and Rejection

The segmenter used in this study handles multiple lines of data. breaking each isolated line
into separate character images, one character per image. After segmentation. the segmented
images are sent through a two-pass classification system. Both passes use a self-organizing
pattern recoguizer. FAUST[3]. described in section 2.3. The first pass of classification uses a
known set of characters that has been verified to be correct and is known to train FATUST
accurately. This primed version of FATUST is used to classify the segmented images. Those
images that FAUST classifies with a high confidence are then used to train a second FATUST
network to he used in the second pass of classification. The secoud training sessiou is used to
adapt the recognizer to accurately recognize the current font being segmented. Ouce again.
those images recoguized with a high enough confidence are considered correctly segmented
and classified. All other images are cousidered potential errors and are rejected. The number
of segmented images rejected in the second pass is controlled by the confidence (vigilauce) of
classification computed by the self-organizing recognition process.

2.1 Segmenter

The segmenter is really two different segmenters. The first is a page segmenter that segments
a line or row of text from a page of machine print. The second segmenter is a line segmenter
that separates a row of text into individual character iinages. The page segmenter described
in [1] was used for this work. Figure 1 shows a subimage of a page of text with horizontal
histograms of the subimage’s margins displayed on the left and right. These lListograms.
whicl are thresholded spatial binary histograms[l]. are used to find lines of text by locating
gaps at points of local minima. Since this method uses a columu of pixels on the left and
right sides it is possible to identify slanted lines.

Ouce the page segmenter locates a line of text. an image of the line is extracted and sent
to the line segmenter. Tle line segmenter separates the image into subimages of characters
by finding vertical voids in the line image. This is accomplished with vertical spatial hinary
histograms. Figure 2 shows the vertical spatial histogram of a line image. The valleys in the
histograin locate the cut points for the segmenter.

Tliere are two distinet limitations with this histogram method. First, a character containing a
vertical void will be separated and assmned to be two characters. An example of a character
that has a vertical void is a double guote as shown in figure 3 (A). Secoud. connected
characters, as in figure 3 (B}, will not be separated because a vertical void caunot e found
between them. Figure 4 shows an example of a line with both of these limitations,
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Figure 1: Lett and right histogram of a partial page
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Figure 2: Histogram of an image




Figure 3: Examples of {A) a vertical void and (B) a connected character
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Figure 4: Example of segmentation cuts found using line segmenter



2.2 Neural Network

Previous work lias demonstrated that it is possible to use adaptive resonance methods [4. 5]
such as ART-1 [6] for feature detection in image recoguition problems if the images involved
have been appropriately preprocessed. In the CORT-X method [7] these filters are formed
to approximate known neural sensitivity patterns: in the neocognitron method[8] the image
is segmented into regional features: and in [9. 10] Gabor filters [11] are used to approximate
neural receptor profiles. All of these methods require multiple layers of nenral processors and
include a priori assumptions about the nature of the filtering or segmentation required for
the pattern recognition problem. The addition of lavers of processors decreases recognition
speed by lowering the degree of parallelism in the system. A priori assumptions can canse
the system to be specialized to a narrower range of applications and cau decrease system
Hexibility., The self-organized segimentation and classification system presented iu this paper
does not use any a priori assumptions and therefore does not suffer from limitations due to
these assumptions.

2.3 FAUST Architecture

The FAUST architecture provides a self-organizing method of feature extraction aund clas-
sification [3] that avoids a priori assumptions but allows on-line “real time” learning. The
FAUST architecture is one of several neural networks that provide self-organizing multi-map
capabilities [12. 7, 6, 13, 14. 15, 16, 17]. This is achieved using a feed-forward architecture
that allows multi-map features stored in weights acting as associative memories to he accessed
in parallel and to trigger a symmetrically controlled parallel learning process. A diagram of
the FAUST svstem is shown in figure 5. This method allows features of different data types.
such as binary image patterus and multi-bit statistical correlations. to be updated in parallel.
This capability is provided by the parallel pattern association and relevance paths shown in
figure 5 and by the existence of separate input modules for each path.

In FAUST. a pattern comparison method is used to form a centralized learning control which
is contained in the symetric trigger learning control block. The triggering block gates data
into the learning blocks on the right of figure 5. This combined architecture is described
by the acronym FAUST (Feed-forward Association Using Symmetrical Triggering). The
three essential features of FAUST shown in this figure are: 1) Different feature classes use
individual association rules in the pattern comparison blocks: 2) Different feature classes
use individual learning rules as illustrated by the pattern modification blocks: 3) All feature
classes contribute symmetrically to learning as illustrated by the functional syminetry of
the pattern and relevance paths. The nmnber of feature classes is shown as two in figure 5
for graphical clarity but the architecture is not restricted to any number or type of feature
classes,

The vigilance parameter in FAUST is a mneasure of the confidence of recognition in the
network. This is generated. as in other resonance methods. by forming a cross correlation
between two association strengths. In FAUST these association are with the pattern and
the relevance. The associations are formed in each association block using various similarity
weasures. See [3] for details,
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Figure 5: FAUST architecture diagram. Relevance is abbreviated to Rele.



2.4 FAUST Results

The basic structures of a character recognition system and a segmentation error detection
system are similar. Both systems have a loading phase. a feature extraction phase. and
a recoguition phase. For character recognition the isolated character images are loaded
directly into the FAUST recognition module which does the feature extraction in parallel
with the classification. A raster scanned image of characters is input to the system and
ASCII classifications are returned. For the segmentation error detection system. the input
images are scale-normalized 32x32 pixel images which are loaded directly from the final pass
of the line segmenter,

For machine print data with an optimal set of FAUST parameters, it is possible to achieve
99.7% recognition on test samples of 10000 characters [17]. The association rules in FAUST
affect the sensitivity of learning and the confidence levels in the triggering process. The
maximum recoguition accuracy rate is aclhieved using the inverse sqnare distance associa-
tion. Using this association rule, the resonance classification requires 2.4ms/character on the
parallel computer.

3 Experiments

3.1 Input

The input to this experimment was a page of text with a uniformly distributed random se-
quence of characters. Since the page was randomly generated. there was no context available
to correct segmentation or recognition errors. The page consisted of 59 lines and 78 char-
acters per line for a total of 4602 characters per page. The characters used for the page
were homogeneously mixed examples of the 26 lower case alphas. 26 upper case alphas, 10
numerics, and 32 special characters. The three fonts used are a Courier 10 poiut font printed
by a laser printer. a dot matrix 10 point font. and a dot matrix 12 point fout. These are
called Courier, Tex1(. and Tex12. respectively. in the following. Figure G is a subimage of
the Tex12 page.

3.2 Results

Figures 7 through 9 plot the number of segmented images rejected (solid curves) and the
number of segmentation errors left undetected (dashed curves) by the two-pass classification
systenl. These numbers are plotted with respect to the system’s confidence. This confidence
acts as the trigger level in both the learning aund classification plases of the FAUST network.
As the confidence increases, the clance of detecting all segmentation error increases but at
the expense of rejecting more and more correctly segmented characters,

Figure 7 shows the results of the two-pass classification system for the Courier page. The
Courler page was segmented into a total of 4602 images. These images contained segmei-
tation errors which were a combination of split and merged characters. The fact that the
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Figure 6: Subimage of the Tex12 image
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Figure 7: Courier page errors versus confidence and residual segmentation error
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Figure 8: Tex10 page errors versus coufidence

number of segmented images equals the nunber of characters printed on the page is purely
colncidental. At a confidence of 80% . nine segmentation errors remain undetected while 45
images of correctly segmented characters have been rejected. At a confidence of 90%. all
but one of the segmentation errors has been rejected at the expense of rejecting 135 immagoes
of correctly segmented characters. This supports the observation that as the confidence of
the system increases. the chauce of detecting segmentation errors increases at the expense
of rejecting an increasing number of correctly segmented images. Of the images accepted by
the system. 99.3% of thew contained correctly segmented and classified characters.

Figure 8 shows the results for the Tex10 page. For this page. the segmenter was 100%
accurate. so that there were no real segmentation errors to be detected by the svstem. At a
coufidence of 80%. the system rejected only 11 correctly segmented characters which represent
0.2% of the characters on the page. At a confidence of 90%. the system rejected 87 correctly
segmented iimages. This represents less than 2% of the characters on the page. This example
demonstrates Low the system degrades gracefully when no segmentation errors exist.

Figure 9 shows the results for the Tex12 page. At a confidence of 80% . the system rejected one
correctly segmented image while rejecting only 487 of a possible 825 segmentation errors. At
a confidence of 90% . the system detected and rejected 817 segmentation errors at the expense
of rejecting 43 correctly segmented fmages. These results once again demonstrate that, to
detect more errors. the system has to reject an increasing nuinber of correctly segmented
characters.
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Figure 9: Tex12 page errors versus confidence aud residual segmentation error
4 Conclusions

Since developers of multi-font recognition systems requive large sets of segmented character
images for training and testing. it is necessary to antomate the collection of these large
samples and thereby minimize the amount of human intervention required. A self-organized
neural network based segmentation and classification method has heen presented which uses a
two-pass classification scheme. This method has been successfully used to generate databases
of segmented machine printed character images along with their associated classifications
without the use of context or human intervention. The success of this system hinges on
its ability to effectively remove segmentation errors while concurrently maintaining a high
accuracy on accepted classifications. This capability is primarily attributed to the system’s
ability. using FAUST. to adapt to the font type currently being processed.

Using this techmique. accepted classification accuracies of 99.3% were achieved. In all cases
studied. greater than 99% of the segimentation errors were detected. The experiments in this
paper demonstrate how the confidence of the two-pass classification syvstem can be tuned
to achieve this lLigh level of performance. It was also shown that. as tlie confidence is
increased. the number of segmentation errors detected increases at the expense of rejecting a
greater number of correctly segmented characters. Therefore. as the acenracy of the system
is increased. effective system throughput is reduced. resulting in smaller data sets heing
automatically generated. In conclusion. accuracy has its cost.
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