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The effect of film thickness on the resistivity of thin, evaporated copper films (approximately 10–150 nm
thick) was determined from sheet resistance, film thickness, and mean grain-size measurements by using
four-point probe, profilometer, and electron backscatter diffraction (EBSD) and X-ray diffraction (XRD)
methods, respectively. The resistivity of these films increased with decreasing film thickness in a manner
that agreed well with the dependence given by a versatile simulation program, published earlier, using
the measured values for the mean grain size and fitting parameters for surface and grain boundary scat-
tering. Measurements of the change in sheet resistance with temperature of these films and the known
change in resistivity with temperature for pure, bulk copper were used to calculate the thickness of these
films electrically by using Matthiessen’s rule (this is often referred to as an ‘‘electrical thickness”). These
values agreed to within 3 nm of those obtained physically with the profilometer. Hence, Matthiessen’s
rule can continue to be used to measure the thickness of a copper film and, by inference, the cross-sec-
tional area of a copper line for dimensions well below the mean free path of electrons in copper at room
temperature (39 nm).

Published by Elsevier Ltd.
1. Introduction

The increase in the effective resistivity of copper intercon-
nects as physical dimensions approach the bulk mean free path
of electrons (approximately 39 nm at 25 �C [1]) is a serious con-
cern because of the impact it has on reducing circuit speed. A
model and a highly versatile simulation program, published ear-
lier [2,3], were used to examine and predict size effects on the
resistivity of thin metal films and lines [2,3]. The experimental
effort reported here is intended to characterize the resistivity
behavior of actual films and compare the results with the predic-
tions of the previously introduced simulation program [3]. This
program uses three input parameters. One is the experimentally
determined mean grain size for a given film thickness. The other
two are fitting parameters that characterize the scattering of
electrons from the surfaces and from the grain boundaries with-
in the film.

To a good approximation, metals such as aluminum and cop-
per obey Matthiessen’s rule [4], which states that the resistivity
of a metal is equal to the sum of the temperature dependent
resistivity of the pure, bulk form of the metal plus a tempera-
Ltd.
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ture independent residual resistivity. This means that the
change in resistivity with temperature of the metal is not af-
fected by impurities or other sources of scattering that contrib-
ute to the increase in resistivity above that of the pure, bulk
form of the metal. Hence, (dq/dT)pure,bulk = dq/dT of the metal
as long as the metal obeys Matthiessen’s rule. This is a powerful
result because, with the value for (dq/dT)pure,bulk, available in
the literature [4], the thickness of a metal film and the cross-
sectional area of a metal line can be calculated, respectively,
from sheet resistance measurements of the film and from line
resistance measurements made at two temperatures, respec-
tively (the thickness of the films measured with this method
will be regarded as ‘‘electrical thickness” throughout the paper).
For films, t = (dq/dT)pure,bulk/(dRS/dT), where RS is the sheet resis-
tance and t is the film thickness. It is therefore important to
determine if and how Matthiessen’s rule is impacted by size
effects.

To obtain experimentally the dependence of copper resistivity
on film thickness (size effect), copper films of varying thicknesses
were evaporated on Pyrex and silicon wafers, and the sheet resis-
tance and physical thickness of the films were measured. To look
for a size effect on Matthiessen’s rule, the change in sheet resis-
tance with temperature, dRS/dT, was measured for each film thick-
ness. The value for (dq/dT)pure,bulk used in this paper is 0.0067
lX cm/�C [4].
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2. Experimental

2.1. Deposition

A Denton Infinity 221 e-beam and resistance-heated evaporator2

was used to deposit a very thin film of chromium (3 nm as indicated
by the crystal sensor of the evaporator) and copper films from
approximately 10 nm to 150 nm thick in order to study size effects
on the effective resistivity of copper films. The wafers were nomi-
nally at room temperature during deposition. The chromium film
serves to make the copper adhere to the Pyrex and Si wafers.
Three-inch Pyrex wafers and 1-in. Si wafers were used as substrates.
Films were deposited simultaneously on the two different types of
substrate when the different measurements described below had
contradictory requirements for the substrate. When the films were
so deposited, the thicknesses of the films on the two substrates were
assumed to be identical. In addition, a mask was used to provide a
step for thickness measurements as described in Section 2.2. The
manufacturer claims that the Pyrex wafers have a surface roughness
of 1.5 nm. Copper pellets, 99.999% pure, were the source of the cop-
per films. Chromium rods were used to deposit the chromium.

2.2. Thickness measurement

A Dektak profilometer was used to make physical thickness
measurements of the film. There is approximately a 10 nm peak-
to-peak noise in the output of the Dektak data, which may be par-
tially caused by the surface roughness of the film. In order to obtain
superior precision, the height levels were averaged over a distance
of the scan on both sides of the transition using the Dektak
software.

To be able to make a satisfactory measurement of the thickness
of a film of copper with the Dektak profilometer required a well-
defined, abrupt transition between the metal film and the sub-
strate. This was obtained by the use of a special mask held in place
by Kapton tape. Many mask materials were tried. By far the best
was formed by breaking in two a thin (�170 lm), 1 in. diameter
(100) silicon wafer in such a manner that the fracture is along a
(111) plane, which makes a 54.74� angle with the surface of the
wafer and provides a knife edge at the bottom of the wafer (facing
the Pyrex wafer). With such a sharp, straight edge in contact to the
substrate, an abrupt edge to the copper film could be created.

2.3. Sheet resistance measurements

The sheet resistance is commonly measured by a four-point
probe method (the four-point method is the preferred method of
measuring sheet resistance, but is only applicable to non-patterned
films; for patterned films, the Greek Cross variant of the van der
Pauw structure provides optimal results). Four in-line, equally-
spaced probes are placed in contact with the specimen surface
and a current is passed between the two outer probes. The magni-
tude of this current is measured via the voltage across a standard
resistor. The voltage is measured between the two inner probes.
The current and voltage values are measured for forward and re-
verse current directions. The sheet resistance, RS, is proportional
to R = V/I, where V is the mean of the absolute values of the mea-
sured voltages. The proportionality factor is a function of the
1 Certain commercial equipment, instruments, or materials are identified in this
paper in order to specify the experimental procedure adequately. Such identification
is not intended to imply recommendation or endorsement by the National Institute of
Standards and Technology, nor is it intended to imply that the materials or equipment
identified are necessarily the best available for the purpose.

2 This work was performed in part at the NIST Center for Nanoscale Science and
Technology’s Nanofab facility in Gaithersburg, MD.
geometry. For an infinite sheet with thickness much smaller than
the probe spacing (which defines the samples measured in this pa-
per), the sheet resistance is given by [5]

RS ¼
p

ln 2
V
I
: ð1Þ

This method has some important limitations, one of them being
the necessity to locate the probes in high-symmetry positions in
limited-area samples. To ensure that the measured Rs was not cor-
rupted by Joule heating, the currents were scaled with the film
thicknesses and select measurements were repeated at twice the
current to ensure that Rs has not changed, which would indicate
the presence of Joule heating.

A significant improvement for the four-point probe sheet resis-
tance measurement is achieved with the dual configuration meth-
od [6], which makes it possible to make dependable sheet
resistance measurements quite close to the rim of the wafer or
near any area in the wafer clear of copper. In this method, mea-
surements with the traditional configuration, explained above,
are made. Then, current is conducted between one outer and the
more distant inner probe, while the voltage is measured across
the remaining two probes. In this second configuration, the voltage
and current values in the forward and reverse directions are mea-
sured. The scaling factor K is determined from a transcendental
equation [6]. A highly accurate value for this K factor can be ob-
tained [6] using the following quadratic fit:

K ¼ �14:696þ 25:173
R1

R2

� �
� 7:872

R1

R2

� �2

ð2Þ

where R1 and R2 are the voltage-to-current ratios in the first and
second electrical configurations, respectively. This simplification is
valid if the value for R1/R2 is within the interval [1.18,1.3] [6]. Val-
ues obtained for this ratio were usually 1.24. The sheet resistance in
the dual configuration method is

RS ¼ KR1: ð3Þ

The standard deviation of sheet resistance measurements made
by use of the dual configuration method was at most 0.3%, when
repeated measurements were made by raising the probe head be-
tween measurements. An in-house built measurement system3

and probe heads4 were used to make the sheet resistance
measurements.

2.3.1. Location of thickness and sheet resistance measurements to
calculate resistivity

A mask, as described in Section 2.2, was placed close to the rim
of each Pyrex substrate. Hence, the physical measurement of film
thickness with the profilometer was made away from the center
of the wafer. This was done so that a large area of the copper film
in the central part of the wafer would be available for the four-
point probe measurement of sheet resistance. The resistivity was
calculated from the sheet resistance measurement near the center
of the wafer and the value of the physical thickness obtained from
measurements near the rim of the wafer. This could be done be-
cause previous measurements of the sheet resistance along the
diameter of wafers consistently indicated that the film thickness
was constant over the wafer. That this is, in fact, true is substanti-
ated by the observation (shown later in Fig. 5) that the physical
3 The electronics and the probe heads in this system meet, or exceed, all
performance aspects of ASTM Method F-84 for measurement of bulk silicon
resisitivity by four-point probe, and ASTM Method F-374 for measurement of sheet
resistance of thin conducting films on silicon wafers. This system has been used for a
number of years to certify silicon resistivity standards (NIST Standard Reference
Materials) that are used world-wide in industry, academia, government labs, and
other national standards laboratories.

4 The separation of the probes in the probe head used is 0.635 mm (25 mils).



Fig. 1. AFM image of the surface of the nominally 100 nm thick film.
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thickness measured near the rim of the wafer (with the Dektak)
and the electrical thickness measured near the center of the wafer
using Matthiessen’s rule agreed within 3 nm.

2.3.2. Measurement of dRS/dT
To learn the thickness below which Matthiessen’s rule can no

longer be used to make an accurate measurement of film thickness,
we made measurements of the sheet resistances of each film near
the center of the wafer at three temperatures over a range of
approximately 61 �C to obtain a value for dRS/dT. For these films,
the forcing currents ranged from 5 mA for the 10-nm film to
25 mA for the 150-nm film. It was necessary to make the measure-
ments near the center because when such sheet resistance mea-
surements were made near the edge of a region uncovered with
metal (within a centimeter), large over-estimates of the thickness
were obtained. The reason for this edge effect in the use of Matthi-
essen’s rule to measure thickness is not known.

To determine the value of dRS/dT for a film of a given thickness,
the sheet resistance was measured at approximately 28 �C, 60 �C,
and 89 �C, in that order. To assure that the film was not oxidized
or otherwise changed by the temperature excursion, the sheet
resistance of the film was measured again at 28 �C. Values for
dRS/dT are entered in Table 1 only if the initial and final measure-
ments of the sheet resistance agreed to within the precision of the
sheet resistance measurements. A high degree of linearity was
indicated by values for the coefficient of simple determination, r2

[7], which were all greater than 0.995. With the experimentally
determined value for dRS/dT and change in the resistivity with
temperature of pure, bulk copper [4], it is possible to determine
the electrical film thickness using Matthiessen’s rule from (dq/
dT)pure,bulk/(dRS/dT).

2.4. Grain size measurements – introduction

The resistivity calculated by the simulation program depends
strongly on the parameters of the material that impact the trans-
port of the conduction electrons. A key parameter for the simula-
tion program is the mean grain size in the plane of the film. To
obtain values for this parameter, three methods were used. The
first was atomic force microscopy (AFM). The topography mea-
sured using AFM did not scale with the thickness of the copper
films, as would be expected if it were indicative of the underlying
grain structure. In fact, the peaks and valleys observed in the AFM
images, an example of which is shown in Fig. 1, were of the order of
20 nm irrespective of film thickness.

To determine the mean grain size in all of the films required the
combined use of the X-ray diffraction (XRD) and the electron back-
scattered diffraction (EBSD) methods. Each method is discussed in
more detail below. EBSD [8,9] is a scanning electron microscopy
(SEM)-based method of identifying the grain orientation at any
point on the surface and can be used to map the grains in the plane
of the film. An immediate result from the EBSD measurements was
Table 1
Measurements of thin, copper films evaporated on Pyrex wafers. Listed are data for thicknes
the Chromium adhesion layer; data for sheet resistance and dRS/dT; and calculations of fi

Target thickness
(nm)

Corrected thickness (Dektak)
(nm)

Sheet resistance normalized
(X/h)

10 9.2 ± 3.6 13.928 ± 0.02
20 21.1 ± 2.6 3.652 ± 0.003
30 34 ± 3.6 1.612 ± 0.002
40 42.2 ± 3.1 1.137 ± 0.002
50 50.7 ± 4.1 0.8839 ± 0.0003
70 70.1 ± 7.1 0.5538 ± 0.0006
100 111 ± 2 0.29676 ± 0.00005
150 166.1 ± 2.6 0.17958 ± 0.00016
that most of the topography visible in AFM (and for that matter,
SEM) images is generally not correlated to the actual size of the
grains. Another result was that the spatial resolution limitations
of the method permitted an analysis of images obtained for only
the two thickest films. On the other hand, the XRD method was
able to provide mean grain size values for all film thicknesses.
But, this method provides only a measure of the grain size normal
to the surface of the film (thickness) [10]. The experimentally
determined relationship between the mean grain sizes obtained
from the two methods for the two thickest films suggested the
use of a scaling factor that led to size values that could be used
by the simulation program.

2.4.1. Average grain size measurement using X-ray diffraction
In XRD, the sample is placed such that an X-ray beam strikes the

surface of the wafer and diffracts from the film deposited on it. The
diffraction pattern is analyzed to give information about the crystal
structure and microstructure of the copper film. The diffractometer
used in this study was a Siemens D500 equipped with a Ge mono-
chromator tuned to pass only the CuKa1 wavelength and not
CuKa2, resulting in narrower Bragg peaks which are easier to ana-
lyze for broadening and give more accurate results.

Intensity vs. scattering angle plots are obtained from XRD mea-
surements and used to calculate a grain size with Scherrer’s equa-
tion (1918) [11]:
s measurements (Dektak), corrected for oxidation (except for the 150 nm film) and for
lm thickness using Matthiessen’s rule.

to 28.6 �C dRs/dT (X � 10�6/
�C)

Thickness calculated with Matthiessen’s rule
(nm)

9673 6.9
3369 19.9
2047 32.7
1568 42.7
1347 49.8

957 70
599 111.85
409 163.93
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D ¼ Kk=b cos h ð4Þ

where D is a measure of the grain dimension, k is the wavelength, b
is the pure diffraction broadening, and h is the Bragg angle of the hkl
peak. K is a constant that depends on crystallite shape, the hkl Miller
indices, and the definitions taken for b and D. Values for K can range
from 0.7 to 1.7. When b is taken as the half-maximum intensity line
breadth and D is defined as the mean dimension of the grain per-
pendicular to the diffracting planes, K is shown to have a value of
about 0.9 [12], which is the value in the software package that is
used to analyze the XRD data. This definition of D is used, because
the crystallite shape is unknown and may vary from crystal to crys-
tal [10]. Instrumental contribution to the broadening needs to be ta-
ken into account; it was determined to be 0.15�. Various corrections
can be made based on different assumptions about the summation
of the instrument and specimen profiles: simple summation
(Lorentzian profiles), summation in quadrature (Gaussian profiles),
and a mixed summation (Lorentzian/Gaussian) [13]. Gaussian pro-
files are assumed throughout this paper. The instrumental broaden-
ing of 0.15� has the largest relative effect on narrow experimentally
observed peaks which correlate with larger grain sizes. In our
experiments, experimental peak widths from 0.2� to 0.8� were
observed.

Applying the definitions above for b and D, the XRD method
provides the mean thickness of the grains in the z direction, GSz,
which is perpendicular to the plane of the thin film. However,
our interest is in the mean size of the grains in the xy plane, GSxy,
because it is the effective dimension used in the simulation pro-
gram and calculation. GSxy is the mean value of the equivalent cir-
cle diameters (ECD) [14] of the grains in the xy plane.

Because the GSz calculation is dependent on the K constant, the
results should not be regarded as an absolute measure of the grain
size in the z direction unless the correct K value is known. This is
not the case for the measurements reported in this paper; how-
ever, GSz measurements in films with different thicknesses can
be used if we can assume that the mean size of the grains in the
x–y plane is proportional to the size of the grains (in the z
direction).
2.4.2. Grain size measurement using electron backscattered diffraction
EBSD [8,9] is a SEM-based tool for evaluating the crystal struc-

ture of a crystalline or polycrystalline material. It uses a scanning
electron microscope which has been equipped with a special back-
scatter detector which provides spatial information on the direc-
tion backscattered electrons take after leaving the surface of the
material, which has been placed in the scanning electron micro-
scope at an angle of between 60� and 70� (in this work, an angle
of 68� was used). This detector is typically a phosphor-coated
screen; electrons hitting the surface fluoresce the screen and the
light is captured creating a diffraction pattern. The EBSD system
used in this study is manufactured by Oxford Instruments HKL.

Note that in a conventional scanning electron microscope, the
backscatter detector is located above the sample and does not col-
lect information on where the electrons hit the detector. This type
of backscatter detector counts the number of electrons that im-
pinge on the detector and assigns a grayscale value based on this
count. This image is most useful when looking at mixed phase
materials, where grains of different average compositions produce
different contrast.

In EBSD, the interactions of the electron beam with the planes of
atoms that make up the surface of the material imaged that satisfy
Bragg conditions create bright bands, called ‘‘Kikuchi bands” on the
fluorescent screen. The unique pattern of the Kikuchi bands is char-
acteristic of both the crystal structure and orientation in the region
sampled. The band contrast (BC), or intensity, and band slope (BS),
or sharpness, are strongly affected by the perfection of the crystal-
line region that is diffracting. High dislocation densities and very
small grain sizes (in our case approximately 10 nm) both lead to
patterns with weak (low BC), fuzzy (low BS) bands.

The EBSD system is equipped with software tools that have
been developed to reveal the grain morphology and crystalline ori-
entation of a known material. Further, an x–y map revealing the
grain microstructure can be made under automatic computer con-
trol by collecting and analyzing a diffraction pattern over a rectan-
gular grid of locations. At each pixel in the map, a pattern is
obtained. The positions of the most intense Kikuchi bands in the
pattern are determined, and, from this information, the angles be-
tween the diffracting planes that produced the bands are calcu-
lated. This set of angles is compared with a calculated set of
angles between planes in the crystal structure of the material being
analyzed, in this case fcc copper. Each subset of angles being com-
pared with the experimental angles corresponds to a specific
indexing of the pattern and also a specific orientation of the dif-
fracting crystal. The mean angular deviation (MAD) for each trial
indexing scheme is the average angular difference between the
experimentally determined and crystallographically calculated
interplanar angles. The indexing with the smallest MAD is selected
to give the crystal orientation at that pixel in the map. The analysis
process is automated so that many orientations per second can be
determined. The maximum allowable MAD is set by the user and
was set at 2� for the majority of the scans. As in all SEM imaging
modes and in contrast with the XRD described above, EBSD pro-
vides an ‘‘image” of the grain structure of the near-surface region
of the feature being measured.

As discussed in Section 2.4, the experiment reported in this pa-
per combines the independent tools of EBSD and XRD to evaluate
the grain sizes of copper films with a number of different film
thicknesses. EBSD and XRD measurements were taken on the films
deposited on 1-in. Si wafers because (1) Pyrex substrates are poor
conductors and charge in the scanning electron microscope and (2)
3-in. wafers are too large to fit in the scanning electron microscope
and in the X-ray diffractometer. Three-inch Pyrex wafers with
masks were included in this second set of depositions to measure
the physical thickness of each deposition to obtain grain size vs.
thickness data. (In the first deposition, three-inch Pyrex wafers
were used. These wafers were used for the sheet resistance vs.
thickness measurements as well as the physical vs. electrical thick-
ness comparison. A second set of depositions were performed
simultaneously on 1-in. Si and 3-in. Pyrex substrate wafers, so that
the grain size vs. thickness could be measured. Grain sizes were
measured on the silicon wafers while physical thicknesses were
measured on the Pyrex wafers.)
3. Measurement results and discussion

Results of sheet resistance measurements taken from the 3-in.
Pyrex wafers over a range of temperatures, thickness measure-
ments, and calculations are listed in Table 1. Columns 1 and 2 of
the Table 1 list, respectively, the target film thicknesses and the
values for the film thickness as measured by the Dektak profilom-
eter. Repeated thickness measurements with the profilometer
showed a mean standard deviation of 3.6 nm. All of these thickness
values have been corrected for the 3-nm thick chromium film.
Although the samples were kept in a nitrogen box, except for trans-
port or measurements, oxidation effects had to be taken into ac-
count in the thickness measurements, because of the long
storage time between film deposition and the sheet resistance
measurement. Therefore, all but the value for the 150 nm film were
also corrected for a reduction of film thickness caused by oxidation.
This correction is discussed in the following paragraph. Column 3
lists the measured values for the sheet resistance, normalized to
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28.6 �C (range: 28.1–29.0 �C). The resistivity of each film thickness
is obtained from the product of the thickness in column 2 and the
sheet resistance in column 3. Column 4 lists the change in sheet
resistance with temperature over a range from approximately
28 �C to 90 �C for all film thicknesses. The re-measured sheet resis-
tance at 28 �C did not show any change from its initial value, indi-
cating that there was little or no oxidation of the sample due to the
temperature excursions. The inverse of each of these values multi-
plied by the change in resistivity with temperature of pure, bulk
copper (0.0067 lX cm/�C [4]) provides an electrical measurement
of the film thickness based on the use of Matthiessen’s rule.

The correction for copper consumption due to oxidation that
was used to arrive at the values listed in column 2 of Table 1
Table 2
List of grain thicknesses, GSz, and grain sizes in the film plane, GSxy, calculated with
the assumption that GSz is directly proportional to GSxy.

Target thickness
(nm)

Dektak Thickness (nm)
(with a standard deviation of ±2.5)

GSz (nm) GSxy (nm)

10 10 8 5
20 24.7 17 10
40 40.4 23 13
70 69 39 22
100 96.6 51 30
150 149.9 69 40*

The symbol ‘‘*” denotes that the value for the proportionality constant, GSxy/GSz,
obtained from the nominal 150 nm film was used to calculate the value of GSz for
the other films.

Fig. 2. EBSD image for the 150 nm film. There are a few large grains w
was determined as follows. Matthiessen’s-rule calculations for
the nominal 30 nm and 40 nm thick films, which were made 14
days after deposition, yielded calculated thickness values of
38.8 nm and 49.1 nm, respectively. When these thickness mea-
surements were repeated over 100 days later, shortly before sheet
resistance measurements were made, calculated thicknesses val-
ues of 32.7 nm and 42.7 nm were obtained. These calculations
are reliable because there is high degree of linearity
(r2 = 0.999999 and r2 = 0.999953, respectively) in each of the dRS/
dT plots. Assuming that the oxidation formation is independent
of the film thickness, it was concluded that an average of
6.25 nm of copper had been consumed by the oxidation that had
occurred for all but the nominal 150 nm film, where the sheet
resistance measurements were measured only 33 days after the
thickness of the film was measured. The correction for this film
(were it to be used) would be somewhat less than 6.25 nm.

The EBSD measurement performed for the 100 nm thick film
yielded a grain size of 33 nm. Within experimental error, this value
is equal to the value (30 nm) shown in column 4 of Table 2. Note
that only those collection of pixels greater than or equal to 6 in
number are counted as grains, and the pixels are 8 nm on a side,
so that the minimum grain size that can be measured with this
electron beam step size is 11 nm. The mean grain size measure-
ments made on the 1-in. Si wafers are summarized in Table 2.
The first two columns in Table 2 list the target and measured cop-
per-film thicknesses (10–150 nm). The values for GSz determined
from XRD measurements of these films are given in the third col-
umn. Column 4 is obtained with the assumption that the grain size
ith twins and numerous small grains. Average grain size is 40 nm.
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in the xy plane is directly proportional to the grain size in the z
direction; i.e. the average aspect ratio of the grains in the film
was constant. The proportionality constant GSxy/GSz = 0.58, ob-
tained using the data for the 150 nm film, was used to obtain GSxy

values for the other films in column 4. The image of the grain struc-
ture obtained with the EBSD technique of the 150-nm film is
shown in Fig. 2 (note that each pixel in Fig. 2 covers a square,
5 nm on a side.). The data shown in Fig. 2 were used to obtain a va-
lue for the mean grain size in the xy plane of the 150-nm film,
namely, GSxy (150 nm). A grain was considered to exist if ten or
more pixels of the same color were connected (in the case of twins,
such as seen in Fig. 2, each is treated as a separate grain). The size
of each grain was characterized by the diameter of a circle that has
the same area as that calculated for the grain. GSxy (150 nm) is
equal to the mean of all of the equivalent circle diameters (ECD)
[14]. From this result, and the assumption described above, the
mean grain size as a function of film thickness for the remaining
films are calculated; these grain sizes are plotted in Fig. 3 where
a nearly linear dependence is shown (r2 = 0.988).

The EBSD measurement performed for the 100 nm thick film
yielded a grain size of 33 nm (only the collection of pixels that
are more than or equal to six are counted as grains, where the step
size is 8 nm on a side). This value is within approximately 3 nm of
the value (30 nm) shown in column 4 of Table 2. This result lends
validity to the proposition that grain size in the xy plane is directly
proportional to the grain size in the z direction. In all, 15 EBSD
maps were collected from all the films deposited on Si. Only the
150 nm and 100 nm films (shown in the first two rows of Table
3) produced maps of sufficient quality to allow grain sizes to be
determined. Thus the relationship between grain size in the xy
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Fig. 3. Mean grain size (GSxy) vs. thickness plot for the data in Table 2.

Table 3
Data from 14 EBSD maps obtained from 4 films. Data sorted in order of BS copper (colum

Film thickness (nm) Copper solutions Z

BC BS B

150 76.14 216.7 3
100 48.85 161.4 2
150 58.02 144.8 3
100 40.95 135.2 2
100 53.57 120 3
100 27.99 114.1 1
70 29.49 98.69 2
70 29.6 98.1 2
70 33.62 98.04 2
70 23.95 95.74 2
100 23.6 93.8 2
70 90.07 89.91 2
100 30.76 78.37 2
40 22.81 74.9 1
plane and grain size in the z direction could not be confirmed with
data at smaller film thicknesses.

Table 3 shows EBSD data for all 14 maps. The following data are
given: the average BC and BS numbers for pixels indexed as Cu and
for pixels where indexing was not possible (the so-called zero solu-
tions); hit rate (fraction of pixels where an orientation determina-
tion was made); and MAD. The thinner films produced diffraction
patterns which on average had lower values for BC and BS. This re-
sulted in maps in which either a relatively small hit rate was
achieved, or else the orientation determined at a large fraction of
pixels was incorrect, which could be determined by inspection (if
very few or none of the eight adjacent pixels had similar orienta-
tions assigned to them). For a number of maps, the Cu and zero
solutions have very similar BC and BS values, and the hit rate is rel-
atively high (�65%), showing that much of the indexing was spuri-
ous and most likely due to an injudicious choice of indexing
parameters. It is suggested that the films (as grown) have a high
dislocation density and very small grain size, resulting in the poor
quality of the diffraction patterns observed in the thinner films
(<100 nm). It is noticeable in Fig. 2 that the grain size distribution
is bimodal with most grains being in the 30–50-nm range as well
as a smaller number of grains being larger than 100 nm. The
smaller grains had BS values averaging around 150, while almost
all the pixels in the larger grains had the maximum possible BS va-
lue of 255 (i.e., very high quality diffraction patterns). This is con-
sistent with recrystallization having occurred in all the grains in the
film, with the most extensive recrystallization occurring in the larg-
est grains. The thinner films (<100 nm) all had average BS values
less than 100 and, thus, appear to have undergone less extensive
recrystallization. In EBSD observations of microstructure evolution
in thermally-cycled Al interconnects, Keller et al. [15] have ob-
served that, when a grain is growing and consuming its neighbor,
the pattern quality for growing grains was greater than that of
the consumed grains. Texture measurements on the films using
XRD show that there is significant {111} texture in the films with
the thickest films having the greatest degree of texture. This again
is consistent with the thicker films having recrystallized the most
with recrystallization favoring creation of {111} oriented grains.

The effect of film thickness on the resistivity of evaporated cop-
per films is shown in Fig. 4, where the resistivity is calculated from
the data in columns 2 and 3 in Table 1. One-standard-deviation
confidence limits are shown and are essentially the same for resis-
tivity and for thickness because the standard deviations for thick-
ness measurements, generally 3 nm to 4 nm, are so much larger
than those for sheet resistance measurements (<0.3%).

Also shown in Fig. 4 are data points determined from using the
simulation program [2] with the dependence of grain size, GSxy, on
n 3). Top 2 data sets used in analysis.

ero solutions Hit rate (%) MAD�

C BS

8.23 138.2 77.08 0.7318
1.42 110.1 47.97 0.8563
9.24 122.7 45.92 0.9328
4.63 104.4 39.43 0.9223
2.47 105.7 25.34 1.008
6.25 104.2 17.16 1.249
2.82 97.07 75.51 1.014
2.9 97.17 19.85 1.149
7.63 93.48 69.86 1.021
2.41 96.37 66.15 1.118
3.63 90.04 8.40 1.115
2.68 23.07 60.77 1.13
6.12 74.81 65.53 1.095
9.53 74.14 69.28 1.091
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film thickness (measured with Dektak and presented in Table 2) as
inputs to the program. The best overall fit to the experimental data
was obtained by adjusting the two parameters used to characterize
electron scattering in the film: p is the probability of elastic (spec-
ular) scattering from a surface and g is the probability of inelastic
scattering by a grain boundary. The best fit is obtained with the
p = 0, g = 0.69 parameter set. For polycrystalline films it has been
observed that the scattering from the surfaces is mostly diffuse;
p � 0 [16,17].

The p parameter of the simulation [2,3] is identical to the ‘‘prob-
ability of elastic scattering from the surface” parameter of the
Fuchs theory [18]. However, the scattering events from the grain
boundaries are modeled differently in the simulation [2,3] and in
the Mayadas and Shatzkes (MS) theory [19], which is another fun-
damental theory in the size-effect modeling. The relationship be-
tween the grain boundary scattering parameter of the simulation,
g, and the quantum mechanical reflection coefficient of the grains,
R, of the MS theory was shown to be g = 0.2617ln(R) + 0.9913 [2].
Therefore, the MS theory correspondent of the best fit is R = 0.32.
Value of R is a function of the deposition method and conditions.
For instance, Wu et al. reported that thermal deposition results
in a smaller R parameter than electroplating does [20]. Kuan
et al. have reported R � 0.3 and p = 0 for their PVD films, which is
similar to what we observed [21].

It is demonstrated in Fig. 5 that Matthiessen’s rule can continue
to be used with confidence for films at least as thin as 20 nm. It had
been predicted by the simulation program [2] that to use Matthies-
sen’s rule to calculate the thickness of thinner films (and the cross-
section of narrower lines) will lead to increasingly larger underes-
timates of these dimensions. Looking at Table 1, we cannot argue
that this has been verified experimentally, because, although it
looks like we have an increasing difference between the Dektak
thickness measurements and the thicknesses calculated using Mat-
thiessen’s rule as the films get thinner than 30 nm, the actual dif-
ference between the two types of thickness measurements is still
within the uncertainty of the Dektak measurements. No correction
was made for the consumption of copper due to oxidation in the
nominal 150 nm film during the 33 days between the thickness
and the sheet resistance measurements of the film. Any reasonable
correction, if made, would likely bring the point closer to the zero-
difference line in Fig. 5.

4. Conclusion

The size effect on the resistivity of evaporated copper films,
ranging in thickness from 9 nm to 167 nm, was determined exper-
imentally from measurements of the electrical sheet resistance and
F
M
s
m
s

the physical thickness. To evaluate a previously published simula-
tion program [2] for studying the size effect in metals, such as cop-
per, the mean grain size was measured for each film thickness, as it
is a key input parameter to the program. Good agreement was ob-
tained between the experimental results and the simulated varia-
tion of resistivity with film thickness as judged by how well the
resistivity versus film thickness curves compared (see Fig. 4). The
simulation program is available to others by using the flowcharts
and the program code that have been provided [3].

The Electron Back Scatter Diffraction (EBSD) and the X-ray Dif-
fraction (XRD) methods were used, in combination, to determine
the mean grain size of the grains in the plane of the film. While
the EBSD method is designed to provide such a measure of grain
size, which is needed by the simulation program, useful images
of the grains could be obtained only for the two thickest films.
The XRD method provided data for every film thickness, but it
was of the mean thickness of the grains in each film. By using
the assumption that the mean grain size in the plane of the film
(GSxy) is directly proportional to the mean grain thickness (GSz)
for a given film thickness, the mean grain size in the plane of the
film was obtained for all films by using the value for GSxy/GSz ob-
tained from the thickest film. That such a relationship between
the size and thickness of the grains may exist, as was indicated
from our observations, could be useful to other researchers in see-
ing fruitful avenues for further nucleation studies.

Measurements of the change in sheet resistance with tempera-
ture for each film thickness were used to calculate the electrical
thickness of the films using Matthiessen’s rule. The level of agree-
ment between the physical (Dektak) and the electrical measure-
ments of film thickness over the entire range of film thicknesses
showed that Matthiessen’s rule can be used to measure the thick-
ness of copper films as thin as 20 nm. For thinner films, the simu-
lation program predicts significant underestimates of actual film
thickness. This prediction could not be evaluated because the dif-
ferences in the thicknesses noted were less than the uncertainty
in the precision of the physical thickness measurements (3–4 nm).

Future work may involve using narrow, patterned features
rather than the films used in the present work. Each approach in-
volves tradeoffs: the evaporated film may exhibit different conduc-
tion characteristics from a patterned feature; resistivity results
from a patterned feature may be dominated by non-uniform
cross-section and sidewalls making determination of a unique mod-
eling solution challenging [22]. Recent work by a team including one
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of the authors of this paper describes a novel fabrication method to
produce patterned copper features with extremely uniform side-
walls [23,24].
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