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ABSTRACT

Recent advances in computer technology, internet
communication networks, and finite element modeling and
analysis capability have made it feasible for engineers to
accelerate the feedback loop between the field inspectors of a
structure or component for critical flaws by nondestructive
evaluation (NDE) and the office engineers who do the damage
assessment and recommendations for field action to prevent
failure. For example, field inspection data of critical flaws can
be transmitted to the office instantly via the internet, and the
office engineer with a computer database of equipment
geometry, material properties, past loading/deformation
histories, and potential future loadings, can process the NDE
data as input to a damage assessment model to simulate the
equipment performance under a variety of loading conditions

(*) Contribution of the U.S. National Institute of Standards and
Technology (NIST). Not subject to copyright.

until its failure. Results of such simulations can be combined
with engineering judgment to produce a specific
recommendation for field action, which can also be
transmitted to the field by the internet. In this paper, we
describe a web-based NDE data analysis methodology to
estimate the reliability of weld flaw detection, location, and
sizing by using a public-domain statistical data analysis
software named DATAPLOT and a ten-step sensitivity analysis
of NDE data from a two-level fractional factorial orthogonal
experimental design. A numerical example using the 1968
ultrasonic examination data of weld seam in PVRC test block
251J, and the 1984 sectioning data of 251J containing 15
implanted flaws, is presented and discussed.

Keywords: Design of experiments, failure prediction;
nondestructive evaluation; prediction intervals; reliability;
statistical data analysis; structural engineering; tolerance
intervals; ultrasonics; uncertainty estimation; web-based
analysis; weld flaw detection.
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Disclaimer: The views expressed in this paper are strictly those
of the authors and do not necessarily reflect those of their
affiliated institutions. The mention of names of all commercial
vendors and their products is intended to illustrate the
capabilities of existing products, and should not be construed as
endorsement by the authors or their affiliated institutions.

1. INTRODUCTION

The need for a reliable method of detecting, locating,
and sizing a crack by nondestructive evaluation (NDE)
techniques such as ultrasonic testing (UT) or radiographic
imaging as applied to a structure or component has been
recognized by engineers and the public for years.

Since NDE techniques are fundamentally a
measurement problem, its reliability was initially investigated in
1965 by the industry, as documented by Hedden [1], in a series
of round-robin UT weld tests conducted by the Pressure Vessel
Research Committee (PVRC) of the Welding Research Council.
This testing program involved the use of 12 thick-section steel-
plate weld specimens containing carefully designed flaws that
were implanted and inspected by qualified teams using
established ASME and other industry standards and procedures
then-approved by PVRC.

Unfortunately, the results of the round-robin UT weld
testing programs by a series of U.S., European, and Japanese
teams over the next decade were negative, with very few
exceptions. PVRC and the industry concluded that the then
prevailing industry standards did not guarantee reliable and
reproducible results. A similar conclusion was reached in 1976
as reported by Berger and Smith [2] in a study for the U.S.
Department of Transportation (DOT) on the structural integrity
of hundreds of girth welds of the Trans-Alaska Qil Pipeline:

"Defect dimensions can be determined with sufficient
accuracy to be useful in the fracture mechanics analysis
if the radiographs are made under carefully controlled
conditions. If the radiographs are not made with close
control, the accuracy of the defect sizes may not be
sufficient to permit their use in establishing allowable
defect sizes."

Since the report further stated that the field radiographs
furnished by the pipeline owner were not made with close
control, DOT concluded that there was not enough technical
basis to grant the pipeline owner a waiver of then federal
regulations on the non-acceptance of welds containing known
defects. All defective welds except three buried under a river
crossing were required to be repaired at a cost close to one
hundred million 1976 dollars.

During the latter part of the 1970s and well into the
1980s, additional urgent need in the aerospace and nuclear
power industries spurred rapid advances in NDE reliability not
only in the United States (see, e.g., Lewis, et al [3], Johnson, et
al [4], Adamonis and Hughes [5], Ruescher and Graber [6],

Yukawa [7-10], Fong et al [11-14]), but also in Europe (EU[15-
17], Watkins, et al [18], etc.) and Japan (Saiga [19-22]). The
industry realized that a new approach toward reliability was
needed. The performance demonstration approach, modeled on
the process specified by ASME for welding procedure
development, was successfully developed and eventually was
adopted by ASME and the industry in 1990. The NDE
reliability problem was therefore successfully solved as shown
in an address by the late Dr. Spencer Bush to a technical session
of the International Symposium on Reliability of Reactor
Pressure Components, IAEA, Stuttgart, Germany, March 21-25,
1983 (see a historical paper by Hedden [23] that was presented
last year at the PVP San Antonio Conference):

“. . . Reliability of flaw detection, sizing, and location
represents a critical input in the overall assessment of
nuclear systems and components comprising the pressure
boundary. For example, a relatively benign flaw detected
early in plant life can be evaluated by approved fracture
mechanics techniques and permitted to remain
indefinitely, subject to periodic monitoring, thus resulting
in little or no perturbation in plant operation, plus
generation of confidence in the safety authorities that the
plant  organization used “good”  nondestructive
examination procedures. *

During the last 25 years (1983-2008), advances in
computer technology and internet communication were
phenomenal to say the least. Application of NDE technology
has also improved to the point that it is now feasible for field
inspection data to be transmitted to the office via the internet,
analyzed with sophisticated finite element models for damage
assessment and remaining life prediction, with results of
analysis and prediction transmitted back to the field within
hours for prompt action (see, e.g., Fong, et al [24]).

A key to the success of this web-based, field-office-
field data-transmission, and computer-modeling-and-analysis
NDE capability, is the availability of an estimate of the
reliability of the detection, location, and sizing of either a crack,
or some measure of damage that will be used as input to a
computer model to predict remaining life before failure. For
example, if the field finds a crack at a certain location of a
structure or component to be 2.0 in. long, it is essential that the
field is capable of reporting that the crack length is 2.0 +, say,
0.5 in., or, in another notation, 2.0 (0.5) in., with the
uncertainty expressed as a 2-sided 95 % confidence interval,
such that there is a 95 % probability that a single future NDE of
that crack length is likely to be between 1.5 in and 2.5 in.

The purpose of this paper is, therefore, two-fold:

(1) To review the analysis methodology and the NDE reliability
results as reported to PVRC in 1982-86 [11-14].

(2) To introduce a web-based design of experiments (DOE)
approach to a field computer analysis of NDE data.

In Section 2, we review the details of the PVRC specimen 251J
and its 15 implanted flaws. In Section 3, we re-visit the
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1. Introduction (Continued)

analysis methodology and its implementation in a public-
domain software named DATAPLOT [25-26]. In Section 4, we
summarize the original results of Refs. [11-14] on the
fabrication reliability of 3 types of flaws, namely, cross cracks,
longitudinal cracks, and slags. Based on the 1968 PVRC
ultrasonic testing (UT) data for detecting flaws in specimen
251J, as documented by Gillette and Smedley [27], White [28],
Buchanan [29], and Hedden [1, 30-32], we summarize in
Section 5 the original results of Refs. [11-14] on the reliability
of 1968 UT data.

In Sections 6 and 7, we present a new approach to UT
data analysis and uncertainty estimation by extending the results
of the 1968 UT data to a new scenario where a series of 8
additional UT observations are assumed to be made in the field
to justify a web-based analysis. This new approach uses a well-
known technique in the statistics literature named the "Design
of Experiments (DOE)." Significance and limitations of the
DOE approach are discussed in Section 8, and a conclusion and
references are given in Sections 9 and 10, respectively.

Since the work reported here was initiated in a 20-year
period (1965-1985) using engineering units, we decided to use
the same throughout the rest of the paper for ease of readability.

2. PVRC VALIDATION OF FLAW FABRICATION
PROCEDURE USING SPECIMEN 251J (1981-86)

PVRC specimen 251J was fabricated by welding two 11-inch
thick plates of ASTM A-533-65, Grade B, low-alloy steel
(80,000 psi tensile strength), using the submerged arc welding
process. The dimensions of the specimen and a sketch of the
relative locations of the 15 implanted flaws are given in Figs. 1
and 2. Of the 15 flaws, 5 were longitudinal cracks (C, D, H, L,
M), 5 cross cracks (A, E, I, J. N), 3 long slag inclusions (B, G,
0), and 2 short slag inclusions (F, K). The actual shape and
location of each flaw after sectioning, as first reported by
Yukawa [7], were quite complicated, as illustrated in a graphical
representation of one of the 15 flaws (Fig. 3). A comparison of
the intended flaw location vs. sectioning data as projected on
the y-z plane is shown in Fig. 4. Defining an amplification
factor (AF) as the ratio of the actual maximum dimension of an
implanted flaw to the intended maximum, we obtained the
following list of AF values for each of the 15 intended flaws:

Longitud. Cracks: AF (C,D,H,L,M) = (1.575, 1.650, 2.750, 2.375, 2.200).

Cross Cracks: AF(A, E, I, J. N) = (2.133,2.667, 2.467, 2.000, 1.733).
Slags: AF (B,G O; FK) = (1.000, 1.300, 1.225; 1.467, 1.267).
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Fig. 1. Dimensions of PVRC Specimen 251J. After Yukawa (7, 8].
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2. PVRC Validation of Flaw Fabrication Procedure using
Specimen 251-J (1981-86) (continued)
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Fig. 2. Principal Sectioning Cuts of PVRC Specimen 251-J. After Yukawa [7, 8].
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Fig. 3. A Three-dimensional Computer-aided Graphical Representation
of Flaw A based on its Projected Outline as reported by Yukawa [7].
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2. PVRC Validation of Flaw Fabrication Procedure using
Specimen 251J (1981-86) (continued)
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Fig. 4. Comparison of intended (solid lines) vs. actual (dotted lines) locations of 15 flaws as shown in Fig. 2. Note: CC = cross

cracks (A, E, I, J, N). LC = longitudinal cracks (C, D, H, L, M). The rest are slags, 3 long (B, G, O) and 2 short (F, K) ones.

Normal Probability Plot Correlation Coefficient (PPCC) Test for Normality
Application No. 2:  Reiiability of PVRC 15-Flaw Fabrication (Fong-Hedden, 1986)
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Fig. 5. Probability plot for testing a normal distribution fit for 15 data points of Flaw Size Amplification Factor using a
Probability Plot Correlation Coefficient (PPCC) test for normality (Filliben [35]) as implemented in DATAPLOT [25, 26].
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3. ASTATISTICAL ANALYSIS METHODOLOGY FOR
ESTIMATING FLAW FABRICATION RELIABILITY

As outlined in Ref. [12], the analysis of the 15
maximum flaw dimension amplification factors, AF, as
displayed in the last section, consisted of five distinct steps. For
brevity, we only report the results of the first three steps, which
are elementary (see, e.g., Nelson, et al [33]). Step 4 on
analysis of variance and step 5 on tolerance limit intervals will
be explained in detail. The first three steps are:

Step 1 Univariate Analysis In this analysis, we made the
naive assumption that the 15 values of AF were equally
representative of the quality of the flaw fabrication procedure.
The sample average ( M ) was 1.854, and the sample standard
deviation ( S) was 0.560.

Step 2 Test for Normality Having calculated M and S, we
needed to answer two questions, namely, (a) was the
distribution normal? and (b) was the distribution homogeneous?
Using a call routine in DATAPLOT [25-26], which is based on
the Tukey's Lambda Test for families of symmetric distributions
(Filliben [34-35]), we found that the probability plot correlation
coefficient (PPCC) for the distribution of the 15-data set to be
normal was 0.985, which was close enough to unity to justify
the normality assumption (see Fig. 5).

Step3 Test for Homogeneity To examine whether the 15-
data set was reasonably homogeneous even though it involved
four types of flaws, we used the "boxplot" routine in
DATAPLOT [25-26] to obtain a display of the data and to make
a visual observation that there appeared to be an effect due to
flaw types, and that the fabrication procedure appeared to be
"good" for both types of slag inclusions, but "not so good" for
the longitudinal and cross cracks. This observation led us to the
next step, i.e., the use of the analysis of variance to determine
the effect of the flaw types._For more details of the above three
steps, we refer the reader to the original report by Fong [12].
Step 4 _ Analysis of Variance (ANOVA) One of the best
known and powerful data analysis techniques in statistics is
ANOVA, which originated in the 1930s with Daniels [36], and
was later discussed by many including Eisenhart [37], Crump
[38], Hendricks [39], and Mandel [40-41]. In this expository
paper, we follow Draper and Smith [42, pp. 423-454] and use
the "anova" routine in DATAPLOT [25] to obtain not only the
two earlier estimates, M (=1.854) and S (0.560), but also a new
estimate of the standard deviation due to replication ( Sy ) equal
to 0.382. To compute the standard deviation due to flaw types
(S)), the following formula (see, e.g., Mandel [41]) may be used
if the number of replicas, to be denoted by m , in each
subgroup is contant:

(S0 = (8) - (Sx)’/m. )

For our 15-data set, m varied from 5 for the two types of
cracks to 3 for long slags and 2 for short slags. If we denote
the numbe of types by 7 ( =4 in this case), and m;, m,, ..., m,,
the number of data in each type, we can introduce the notion of

an "equivalent number of replicas," to be denoted by m,, , as
the integer closest to and greater than the average of all the m's
.In other words,

M = INT{(m; +my +... +m)/t +05}. (2

For our 15-dataset, t=4, m;=m, =5, m;=3, and m,=2.
Using eq. (2), we calculated that m,, = 4. Using eq. (1), and
the values of m,, S, Si, we found that S; = 0.5264, which
was different from either S or S;. We concluded that there
was indeed a flaw type effect and the 15-data set was not
homogeneous.

To incorporate the effect of the flaw types, as
represented by S;, into the overall estimate of the variance of
the non-homogeneous 15-data set, we can combine the two
standard deviations, Sz , and S, , into a revised standard
deviation, to be denoted by S, , as follows:

(S:) = (S) + (S). ®)

For the 15-data set under consideration, S, was found to be
0.650, which was about 16% higher than S ( = 0.560) of the
univariate analysis. To continue to the next step, which is to set
us a numerical criterion whether to accept or reject a specific
procedure such as the flaw fabrication or ultrasonic testing, we
shall use S, instead of S to account for the effect due to flaw
types.

Step 5. Tolerance Intervals as Acceptance Criterion Having
estimated the global mean, A , and the revised standard
deviation, S;, of the 15-data set, we could use a formula (see,
e.g., Nelson, et al [33, pp. 178-180, eq.5.3.2]) and the well-
known tables of values of the s-distribution to calculate the so-
called "prediction intervals," which indicate where a single
future observation is likely to be. But we need more than that if
we are interested in establishing a criterion for accepting or
rejecting a procedure. The notion we need is the "tolerance
intervals," which indicate where a proportion, P , or
"coverage", of the population is likely to be.

Let us make a simplifying assumption that one can
estimate the reliability of flaw fabrication solely on a single
metric, namely, the amplification factor, AF . Following
Proschan [43] and using the tables of tolerance factors K, first
tabulated by Natrella [44], later reproduced by Beyer [45], and
also reproduced here in the end of this paper as Tables 1 and 2,
for various sample sizes n (=2, 3, ..., infinity) and five discrete
values of P (0.75, 0.90, 0.95, 0.99, 0.999), we can estimate
the reliability of the flaw fabrication procedure as the
probability, y , between 75% and 99% , such that at least a
proportion P will be included between M- K S; and M+K S,.
Since Tables 1 and 2 are for discrete values of ¥, we used a fit
routine to obtain a continuous set of numbers for a specific
sample size and coverage as illustrated in Figs. 6 and 7.
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3. A Statistical Analysis Methodology for Estimating Flaw
Fabrication Reliability (continued)
Normal Tolerance Limit Factors (n = 15, Coverage P =90 %)
Ret.: Natrella, M. G., Experimental Statistics, NBS Handbook 91 (1966).

. Let y = Tolerance Factor (see Tables 1 & 2).
Let x Rellabllity Gamma (see Tables 1 & 2).
Let the model for a 4-parameter set be given by:

4 y = (a0 + a1*x + a2*x**2)/ (1 + b1*x)

tilt215.dp

x2.946

|
1
i ‘
. x ' 2.480
. 2.278
1.994 i

. Factors for Two-Sided Tolerance Limits
for Normai Distributions
Coverage P = 90%; Sample Size n=15
( Tables 1 & 2 from Natrella's Book, pp. T-10 & T-11)
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Fig. 6. A plot of TFNy s, the two-sided Tolerance limit Factors for Normal distributions at coverage P = 90% and sample
size n=15, vs. y, the reliability or probability that at least a proportion P of the distribution will be included between
X + TFNy, ;s * s, where X and s are estimates of the mean and the standard deviation computed from a sample size 7.

Normal Tolerance Limit Factors (n = 15, Coverage P=99 %)
Ref.: Natrella, M. G., Experimental Statistics, NBS Handbook 91 (1966).

-3
1 - | ForP = 90% ForP =99% | 2
[, .90 3 N
Gamma TF. o f o5| Gamma TF. | §
o5 E
X y ,‘,‘ x y =
088 | i ¥ e
075 1994 \f 7 {075 3118
0.90 2.278 o & s 0.0 3.562
0.05 2.480 © K 0.95 3.878
£ °° | 099 2045 | 2 5 x 0.99 4.605
i -
@ oss - % \f ForP = 95%
K. it
% | camma TF. A
H $ | x v 3
08 - P ) e g
» : 0.75 2.375
S > 0.90 2713 X
4 9 095 2.954 r
ors - ® »® 099 3.507 >

1 2 3 4 L1

Tolerance Factor (T.F.) TFNgo,15 , TFNgs1s , and TFNgg 1s

Fig. 7. Aplot of gamma, y, the reliability or probability that at least a proportion P of the distribution will be included between
X + TFNp , *s,where X and s are estimates of the mean and the standard deviation computed from a sample size n, vs.
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4. PVRC-1968 Flaw Fabrication Reliability

The plots of the probability y vs. K, or TFMNp, , the
two-sided Tolerance limit Factors for Aormal distribution at
coverage P and sample size 7, as illustrated in Fig. 7 for P=
0.90, 0.95, 0.99, and n =15, can now be used to calculate the
tolerance limits, M- KS and M+ K S, for an estimated mean
M and standard deviation S . In this case, we interpret the
probability y as the reliability of a specific procedure under
consideration for a coverage P using data from a sample ».

We are now ready to assign reliability to a total of 5
cases in the 1968 PVRC weld flaw fabrication procedure.

Case 1 Consider all 15 flaws as a group.. No ANOVA is done.

M 1.854. S =0.560. Three plots of reliability y vs. AF

are given in Fig. 8 for coverages P = 0.90, 0.95, and 0.99. We

purposely include this case to allow us a comparison with Case

5, where the flaw type effect is accounted for using ANOVA.
. For a 90% coverage and 95% reliability, max AF = 3.243.

Case 2 Consider 5 cross cracks only. No ANOVA is done.
M = 2200. $=0.372. Plots of y vs. AF are given in Fig. 9.
For a 90% coverage and 95% reliability, max AF = 3.788.

Case 3 5 longitudinal cracks only. No ANOVA is done.
M = 2.110. $=0.496. Plots of y vs. AF are given in Fig. 10.
For a 90% coverage and 95% reliability, max AF = 4.232.

Case 4 5 slag inclusions only. No ANOVA is done.
M = 1.252. §=0.168. Plots of y vs. AF are given in Fig. 11.
For a 90% coverage and 95% reliability, max AF = 1.970.

Case 5 Consider all 15 flaws as a group with the flaw type
effect determined by ANOVA. In this case, M =1.854, S=3,
= 0.650. Plots of y vs. AF are given in Fig. 12. For a 90%
coverage and 95% reliability, max AF = 3.466, which is larger
than 3.243 given in Case 1.

For a coverage of 90%, the following summarizes the results:

Case TypeofFlaws Upper Limit of AF Fig. No.
5 All flaw types 3.466 12
2 Cross Cracks 3.788 9
3 Longitudinal Cracks 4232 10
4 Slag Inclusions 1.970 11

The above allows us to conclude that if the acceptance criterion
is 2.000, the fabrication procedure passes only for the slags, but
fails for all flaw types, cross cracks, or longitudinal cracks.

Reliability of PVRC 15-Flaw Fabrication Procedure ( Fong-Hedden, 1986 )
2nd Ref.: Fong-Hedden-Filliben-Heckert. Proc. July 2008 ASME Conf.. PVP2008-61612.

"

(L

Reliability
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Lower T.L.
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N v

3

4 5

Flaw Fabrication Amplification Factor

Fig. 8. A plot of gamma, y, the reliability of flaw fabrication as defined by the two-sided tolerance limit intervals, vs. the flaw
fabrication amplification factor for 3 coverages, P = 90%, 95%, and 99% , and a sample siz¢ n = 15. For example, for a
coverage of 90%, the flaw fabrication amplification factor estimated from 15 flaws with a certified normal distribution and
without ANOVA for flaw types, is given by a mean of 1.854 and a tolerance interval of ( 0.465, 3.243 ), or alternatively, 1.854
(1.389), with 95% reliability. As the coverage increases, so does the tolerance interval for the fabrication amplification factor.
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4. PVRC-1968 Flaw Fabrication Reliability (continued)

Reliability of PVRC 5-Cross Crack Fabrication ( Fong-Hedden, 1986 )
2nd Ref.: Fong-Hedden-Filliben-Heckert, Proc. July 2008 ASME Conf., PYP2008-61612.
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T oss R Lower T.L. IR
LI $8 8
‘.. ' * I ¢4 ¢ 99%-coverage A
v v M Upper T.L. X-]
0z i .4 99%-coverage .. g
v i+ LowerT.L. ¢+ X
L] 4 0 [ 3 14
¢ e I $i & TL. =Tolerance Limit. 3
¢ e I v
[ £ S -» > - R
o 1 2 3 4 3 []

Flaw Fabrication Amplification Factor

Fig. 9. A plot of gamma, y, the reliability of flaw fabrication, vs. the cross crack fabrication amplification factor for 3
coverages, P = 90%, 95%, and 99% , and a sample size n = 5. For example, for a coverage of 90%, the cross crack
fabrication amplification factor estimated from S such cracks with a certified normal distribution, is given by 2.20 (1.588), with 95%
reliability. For brevity, plots of y vs. TFNp, for P = 90%, 95%, 99%, and n = 5, similar to Figs. 6 and 7, are omitted.

Reliab. of PVRC 5-Longitudinal Crack Fabrication ( Fong-Hedden, 1986 )
2nd Ref.: Fong-Hedden-Filliben-Heckert, Proc. July 2008 ASME Conf., PYP2008-61612.

1 __-5-sample Average = 211 s
. £
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B SRR AR ERE S ‘l" £
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» { 0.000, 4.232) ‘ _
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Flaw Fabrication Amplification Factor

Fig. 10. A plot of gamma, y, the reliability of flaw fabrication, vs. the longitudinal crack fabrication amplification factor
for 3 coverages, P = 90%, 95%, and 99% , and a sample size n =5. For example, for a coverage of 90%, the iongitudinal
crack fabrication amplification factor estimated from 5 such cracks with a certified normal distribution, is given by 2.11 (2.122),

with 95% reliability. Again for brevity, plots of y vs. TFNp, for P = 90%, 95%, 99%, and n = 5, are omitted.
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4. PVRC-1968 Flaw Fabrication Reliability (continued)

Reliab. of PVRC 5-Slags (Long & Short) Fabrication ( Fong-Hedden, 1986 )
2nd Ret.: Fong-Hedden-Filliben-Heckert, Proc. Julv 2008 ASME Conf., PVP2008-61612.
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Flaw Fabrication Amplification Factor

Fig. 11. A plot of gamma, y, the reliability of flaw fabrication, vs. the slag fabrication amplification factor for 3 coverages, P
= 90%, 95%, and 99% , and a sample size n = 5. For example, for a coverage of 90%, the slag fabrication amplification
factor estimated from 5 such flaws with a certified normal distribution, is given by 1.252 (0.718), with 95% reliability. Again for
brevity, plots of ¥ vs. TFNp, for P = 90%, 95%, 99%, and n = 5, are omitted.

Reliabiiity of PVRC 15-Flaw Fabrication with ANOVA ( Fong-Hedden, 1986 )

2nd Ret.: Fong-Hedden-Filliben-Heckert, Proc. July 2008 ASME Conf., PVP2008-61612.
1
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Flaw Fabrication Amplification Factor
Fig. 12. A plot of gamma, y, the reliability of flaw fabrication, vs. the flaw fabrication amplification factor with ANOVA for
flaw types and for 3 coverages, P = 90%, 95%, and 99% , and a sample size n = 15. For example, for P = 90%, the flaw

fabrication amplification factor estimated from 15 flaws with a certified normal distribution and with ANOVA for flaw types, is
1.854 (1.612), with 95% reliability. Note that with ANOVA for flaw types, the half-interval increases from 1.389 to 1.612.
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5. ULTRASONICS-1968 DETECTION RELIABILITY

One of the main difficulties in assessing the reliability
of a complex procedure such as the nondestructive evaluation
(NDE) technique of detecting, locating, and sizing a flaw is the
requirement for a large quantity of data normally unavailable
because of a time or cost constraint, or both. The lack of an a
priori knowledge of the distribution or variability of many
instrument and human factors creates a barrier for producing a
credible reliability analysis based on a small amount of round
robin data.

On the other hand, if we can show that the underlying
distribution of a "response variable" is almost or close to
normal, a combination of the techniques of ANOVA and
tolerance factors can be applied even though the quantity of
data is "small." An example of this approach has been
presented earlier in assessing the reliability of a flaw fabrication
procedure. In this section, we shall present a similar analysis of
the 3-team ultrasonic testing UT-1968 data by first choosing a
response variable, then testing for normality, and finally
applying the ANOVA technique to evaluate the "between-team,"
"flaw-type," and the so-called DAC effects on the 3-team UT-

1968 data. A complete listing of the 3-team UT-1968 data is
given in Tables 3, 4, and 5 at the end of this paper.

The response variable we choose to work with is the
"detection threshold" with the unit of "inch" for flaw length, to
be denoted by DT , at which new and distinct flaws are
detected. We define this variable to have the further property
that the height of its histogram be zero at two values of DT,
namely, DT = 0, and DT = DT,,,, where DT,,, is some large
number. The central question we ask is whether the distribution
of the varialbe DT using data between the two ends, DT = 0,
and DT = DT, , is close to normal. If that were the case, we
can apply the analysis methodology described in Section 3 to
yield some information on the reliability of the UT-1968
detection capability. If not, we need to develop an alternative
methodology such as non-parametric (or distribution-free)
prediction or tolerance intervals as described by Nelson, et al
[33, pp. 181-187].

In Table 3 and Fig. 13, we present the UT-1968 data of
Team A as corrected by Hedden [1, 30, 31]. Note that Team A
produced a total of 18 indications, even though specimen 251J
was known to contain only 15 flaws.

(prac) orssar.or

TEAM "A” - UT DATA (HEDDEN, 84-03-07)., 1968 PROCEDURE

k====- Sub-Bloek 1 ----T---— Sub-Block 2 --—-%k--—- Sub-Bleek 3 ----T
ﬂ ‘_ n 1
a1 |
2 2| —s o |
= 1 - -12 !
Z  4- === "
- 5 4 [:_—_]' — 5 1 ;
7 7 1¢ ‘

! 8 -1 "—"__—"‘ 7 —m— §

-5 -

'l L Ll T LA ] R r ¥ . ] v ¥ "' T Al ‘ v ﬁ' L v 11 L T " L " v v T‘V v ‘
Yy =35 32 29 26 23 20 17 14 i1 8 5 2 -1

ELEVATION (Y-HORIZ., Z-VERT., UNITS IN INCHES)
Total 18 iadicatioas.

Fig. 13. Elevation of PVRC Specimen 251J showing the location and sizing of all 18 ultrasonic indications (see Table 3) of the flaws
first identified by Team A in 1968 [27,28], analyzed by Buchanan [29] in 1976, and reproduced by Hedden [1, 30, 31] in 1981 & 1984.
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5. Ultrasonics-1968 Detection Reliability (Continued)

For each of the 18 indications reported by Team A, we
conducted a 3-step analysis as described below:

Step 1  Center-to-Center Distance (CCD) Computation

For this step, we converted all box-type data for the 15
implanted flaws into centroid and half-length data to facilitate
the computation of the CCD between an indication and each of
the 15 implanted flaws. This yielded 15 CCD's, which we then
ordered in an ascending sequence for a comparison with a set of
threshold values.

Step 2 Identification of Flaws Detected vs. Threshold

For this step, we defined an ascending sequence of
flaw detection thresholds between a minimum of Y4 inch and a
maximum of 3.0 in. in increments of ¥ inch. For each value of

UT-1968~Team A: Indication §l

Flaw Detection Analysis £
$ - s
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> 4 i >
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’ N
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£ |
S 2+ . - 71 1 1
) i
2 L - ’ i R
5 ] ] I s
= | i L3
U L 1 M :
[ 0.5 1 1.5 2 2.5 3 :
Flaw Detection Threshold (in.) 3
(a)
(==~ VTiew 1~}
0 1 0 o e
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(P): shert slag. «0>: long szimg. Sesie in inches.

(b)

Fig. 14. Result of an automatic detection data analysis for
Team A Indication #1 with a variable detection
threshold to parametrize the decision-making process.

that detection threshold and each indication, we identified the
flaw or flaws whose CCD's were equal or less than the
threshold. A new sequence of positive integers was then found
to characterize the detection capability of that indication as a
function of the detection threshold sequence.

Step 3 Graphical Representation of Each Indication

For this step, we plotted the number of flaws detected
vs. the detection threshold and display (a) the name of the
nearest flaw detected, (b) the CCD, (c) the ratio of the
maximum dimension of actual flaw to that of the detected
indication (also known as the size factor), and (d) the maximum
DAC value reported for that indication. An example of this
display is given in Fig 14 for Team A's indication #1, Fig. 15 for
Team A's indication #12, Figs. 16-17 for Team B's #4, and Fig.

UT-1968-Team A: Indication {12

Flaw Detection Analysis £
o
5 =
v s
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S 44 s
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(b)
Fig. 15. Result of an automatic detection data analysis for

Team A Indication #12 with a variable detection
threshold to parametrize the decision-making process.
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5. Ultrasonics-1968 Detection Reliability (Continued)

18 for Team C with the display for one of its 14 indications
omitted for brevity.

By collecting 18 such displays for Team A, 4 for Team
B, and 14 for Team C, we can assess the detection capability of
each team by defining two probabilities and one activity metric,
each as a function of the detection threshold, as described
below:

(1) True-Call Probability (TCP). For each detection threshold
and each indication, the analysis so far allowed us to answer the
question whether any flaw has been identified. If the answer is
"yes", we assign a "1" to the indication as a "true-call."
Otherwise, we assign a "0" to show that it is a "false-call." The
TCP is defined as the ratio equal to the total number of true
calls registered divided by the total number of indications
reported. If an indication identifies more than one flaw, as in
the case of Fig. 14 (Team A, Indication #1) for threshold equal
to or greater than 2.25, the true call count is still 1. Note that
this definition of TCP allowed us to define a "false-call”
probability (FCP) by the expression FCP = 1 - TCP. Results
of the TCP's of Teams A, B, and C are given in Figs. 19-21,
respectively. This led us to conclude that a 2-inch threshold is

TEAM "B” - UT DATA

enough for all 3 teams to claim a 100% TCP or 0% FCP.

(2) Flaw Detection Probability (FDP). Among the true calls, it
happened that some of the flaws were identified more than
once. The purpose of introducing FDP was to eliminate the
duplicate calls by counting exactly how many flaws the team
had found. Thus we defined FDP to be the ratio between the
total number of distinct flaws detected and the total number of
implanted flaws. Results of the FDP's of Teams A, B, and C,
are again given in Figs. 19-21, respectively. A visual inspection
of the three figures shows that both Teams A and C did well on
both TCP and FDP, but Team B did well on TCP but failed on

FDP. -

(3) Detection Activity Index (DAI). The two probabilities
defined above measured the "quality" or "efficiency" of a team's
detection capability, and it is useful to define a third metric
simply to measure the detection activity of each team as the
ratio equal to the total number of true calls divided by the total
number of implanted flaws. Results of the DAI's for three types
of flaws reported by Teams A, B, and C, are given in Figs. 22-
24, respectively. Such graphical representation of the UT data
allowed us to apply the technique of ANOVA to determine the
flaw type effect in the capability of each team.

{prec| vrsas.op

{Uncorrected), 1968 Procedure
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Fig. 16. Elevation of PVRC Specimen 251J showing the location and sizing of all 4 ultrasonic indications (see Table 4) of the flaws
first identified by Team B in 1968 [27,28], analyzed by Buchanan [29] in 1976, and reproduced by Hedden [1, 30,31] in 1981 & 1984.
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5. Ultrasonics-1968 Detection Reliability (Continued)

UT-1968-Team B: Indication j§4

Flaw Detection Analysis <
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Fig. 17. Result of an automatic detection data analysis for Team B Indication #4 with a variable detection
threshold to parametrize the decision-making process. For brevity, we omit the actual vs. detected flaw location plot.
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TEAM "C” - UT DATA (Uncorrected), 1968 Procedure
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Fig. 18. Elevation of PVRC Specimen 251J showing the location and sizing of all 14 ultrasonic indications (see Table 5) of the flaws
first identified by Team € in 1968 [27,28], analyzed by Buchanan [29] in 1976, and reproduced by Hedden [1, 30,31] in 1981 & 1984.
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5. Ultrasonics-1968 Detection Reliability (Continued)

UT Flaw Detection Probability
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Fig. 19. True call and Flaw detection probabilities for Individual Team A (1968 Ultrasonic Data. corrected 1984-03-07 [311).
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Fig. 20. True call and Flaw detection probabilities for Individual Team A (1968 Ultrasonic Data. corrected 1984-03-07 [311).
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5. Ultrasonics-1968 Detection Reliability (Continued)

UT Flaw Detection Probability

PYRC-251J (Uncorrected Datla) <
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Fig. 21. True call and Flaw detection probabilities for Individual Team A (1968 Ultrasonic Data. corrected 1984-03-07 [31]).
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Fig. 22. A plot of Detection Activity Index (DAI) vs. Detection Threshold (DT) as an indicator of Team A's
performance in detecting 3 different types of flaws using the PVRC 1968 UT Procedure.
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5. Ultrasonics-1968 Detection Reliability (Continued)

UT Flaw-Type Detection Activity Index (DAI)
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performance in detecting 3 different types of flaws using the PVRC 1968 UT Procedure.

A plot of Detection Activity Index (DAI) vs. Detection Threshold (DT) as an indicator of Team B's
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performance in detecting 3 different types of flaws using the PVRC 1968 UT Procedure.
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5. Ulrasonics-1968 Detection Reliability (Continued)

Having defined a detection threshold variable, DT,
introduced a mechanism for counting the number of flaws
detected for each indication as reported, and developed a call
routine of DATAPLOT [25, 26] to automatically analyze and
display the detection data such as those given in Figs. 14(a),
15(a), and 17, we began to collect and combine the 36 displays
of all three teams to yield a data set of sample size equal to 28,
after discarding all indications that failed to detect any beyond a
3-in threshold. A histogram of those 28 data points is given in
Fig. 25.

The analysis methodology described in Section 3 was
applied to the 28-data set of Fig. 25 to answer the following
three questions:

) Is there a between-team effect?
2) Is there a flaw-type effect?
3) Is there a DAC effect?

Without ANOVA, the estimated sample mean, M, was 1.36 in.,

and the estimated standard deviation, S, was 0.454 in. As
shown in Fig. 26, a test for normality of the 28-data set led to
the conclusion that the assumption of a normal distribution for
the 28-data set was valid. After we conducted a one-way
ANOVA for each of the three questions posed earlier, we found
practically none in all cases. For example, as displayed in Fig.
25, we answered the first question quantitatively by calculating
the standard deviation with team effect to be 0.461 in., which
was less than 2% above 0.454 in. For brevity, we omit a similar
display for the answer to each of the remaining two questions.

To assess the reliability of the UT-1968 procedure, we
followed the same approach as described in Sections 3 and 4 by
first obtaining a set of curves for the tolerance factor K for
sample size » =28, and then plotting the upper tolerance limits
for the 28-data set with M = 1.36 in. and S = 0.454 in. The
result is given in Fig. 27. For a 90% coverage, and a 95%
reliability, we found the upper limit of the detection threshold to
be 2.35 in. If the acceptance detection threshold criterion of the
UT-1968 procedure were set at 2 in., we had to conclude that it
failed even though the sample average, 1.36 in., was within 2 in.

UT-1968 Data: Team Effect on Detection
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Fig. 25. Results of a one-way analysis of variance (ANOVA) for estimating between-team effect on flaw detection for the 3-team
threshold data. Note that no effect was found in the 28-sample data set. Similar results were found for answering the questions
whether there were a flaw-type effect and a DAC effect. Plots for those two results are omitted for brevity.
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5. Ultrasonics-1968 Detection Reliability (Continued)

Test for Normality
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Fig. 26. Lambda Test (Filliben [34, 35]) for Symmetric Distribution Fit of the 3-teamn UT-1968 Detection Threshold Data.
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Fig. 27. A plot of the Reliability of Ultrasonic Detection (PVRC 1968 Procedure) of Weld Flaws as defined by the
upper tolerance limit curves vs. Detection Threshold (DT) for three different coverages, P = 90%, 95%, and 99% .
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6. DESIGN OF EXPERIMENTS APPROACH TO NDE
UNCERTAINTY ESTIMATION

The analysis methodology described in Section 3, as
originally reported in Refs. [12-14] and applied to the
assessment of reliability of two PVRC procedures as reviewed
in Sections 4 and 5, depended on two classical statistical data
analysis techniques, namely, the ANOVA and the tolerance limit
intervals. The methodology is capable of delivering an answer
to a user on the question whether a specific procedure is
acceptable based on a given criterion and the results of a round-
robin test program. But the methodology does not go far
enough to prescribe an efficient and rigorous follow-up plan of
how to do more tests, if and when the procedure fails.

In this section, we introduce a third statistical data
analysis technique, known as the design of experiments (DOE)
as described in Box, Hunter, and Hunter [46], and Montgomery
[47], that will rectify the shortcomings of the previous
methodology. For a detailed exposition of this DOE technique,
the reader may consult Croarkin, et al [48], or a recent tutorial
paper with two examples by Fong, et al [49].

To acquaint the reader with the fundamentals of DOE,
we present below a series of 8 questions and answers as a
background for understanding an NDE example of DOE.
(Note: For a reader familiar with the DOE technique, one can
skip this part and go directly to the example that follows.]:

DOE 1.1 What is design of experiments (DOE)?

Ans. In an experiment, we change one or more process
variables (factors) in order to observe the effect the changes
have on one or more response variables. DOE is an efficient
procedure for planning experiments so that the data obtained
can be analyzed to yield valid and objective conclusions.

DOE begins with determining the objectives of an
experiment and selecting the process factors for the study. An
Experimental Design is the laying out of a detailed experimental
plan in advance of doing the experiment. Well chosen
experimental designs maximize the amount of "information"
that can be obtained for a given amount of experimental effort.

DOE 1.2 What is the first step in applying the DOE method?
Ans.  The statistical theory underlying DOE begins with the

concept of process models. A process model of the 'black box'
type is formulated with several discrete or continuous input
Jactors that can be controlled, and one or more measured output
responses. The output responses are assumed continuous. Real
or virtual experimental data are used to derive an empirical
(approximate) model linking the outputs and inputs. These
empirical models generally contain first-order (linear) and
second-order (quadratic) terms.

DOE 1.3 What is a first order model?
Ans, A first-order model with three factors, X; X;and X;,
can be written as

Y=Lot+BX )+ BoXot PiXs+ B12X1Xot B3 X X5t B3 XX sterrors (4)

Here, Y is the response for given levels of the main effects X,
X, and X;, and the XX, , X.X;, X>X; terms are included to
account for a possible interaction effect between X; and X, X
and X; , X; and X;, respectively. The constant £, is the
response of Y when both main effects are 0. In the example
that follows for an application in NDE, we use a linear model
with five factors and one response variable, and the total
number of terms on the right hand side of eq. (4) is 2°, or 32.

DOE 1.4 How does one select factors and responses?
Ans.  Process variables of an experiment include both inputs

(factors) and outputs (responses). The selection criteria are:

(a) Include all important factors (based on judgment).

(b) Be bold in choosing the low and high factor levels.

(c) Check the factor settings for impractical or impossible com-
binations, such as very low pressure or very high gas flows.

(d) Include all relevant responses.

(e) Avoid using only responses that combine two or more
measurements of the process. For example, if interested in
the ratio of two rates, measure both rates, not just the ratio.

We have to choose the range of the settings for input factors,
and it is wise to give this some thought beforehand rather than
just try extreme values.

DOE 1.5 How does one select an experimental design?
Ans.  The most popular experimental designs are two-level
designs. Why only two levels? There are a number of good
reasons why two is the most common choice amongst
engineers; one reason is that it is ideal for screening designs,
simple and economical; it also gives most of the information
required to go to a multilevel response surface experiment if
one is needed.

The standard layout for a 2-level design uses +1 and -1
notation to denote the "high level" and the "low level"
respectively, for each factor. For example, the matrix below

Factor 1 (X1)  Factor 2 (X2)
Trial 1 -1 -1
Trial 2 +1 -1
Trial 3 -1 +1
Trial 4 +1 +1

describes an experiment in which 4 trials (or runs) were
conducted with each factor set to high or low during a run
according to whether the matrix had a +1 or -1 set for the
factor during that trial. If the experiment had more than 2
factors, there would be an additional column in the matrix for
each additional factor.
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6. Design of Experiments Approach (Continued)

DOE 1.6 What is a 2-level full factorial DOE?

Ans. A common experimental design is one with all input

factors set at two levels each. These levels are called 'high' and
low', or +1' and '-1', respectively. A design with all possible
high/low combinations of all the input factors is called a full
factorial design of experiments in two levels.

If there are % factors, each at 2 levels, a full factorial
DOE has 2! runs. Fig. 28 is a graphical representation of a 2-
level, 3-factor, 2* or 8-run full factorial DOE. This implies
eight runs (not counting replications or center point runs). The
arrows show the direction of increase of the factors. The -
numbers 'l' through '8' at the corners of the design box
reference the "Standard Order" of runs (also referred to as the
"Yates Order”, see Ref. [48]). When the number of factors is 5
or greater, a full factorial DOE requires a large number of runs
and is not very efficient. This is where a need for a fractional
factorial DOE comes in.

DOQE 1.7 What is a Center Point in a 2-level design?

Ans.  To introduce the concept of a center point, we again
refer to Fig. 28, a graphical representation of a two-level, full
factorial design for three factors, namely, the 2* design.

As mentioned earlier, we adopt the convention of +1
and -1 for the factor settings of a two-level design. When we
include a center point during the experiment, we mean a point
located in the middle of the design cube, and the convention is
to denote a center point by the value "0".

DOE 1.8 What is a 2-level fractional factorial DOE?

Ans. A fractional factorial DOE is a factorial experiment in
which only an adequately chosen fraction of the treatment
combinations required for the complete factorial experiment is
selected to be run. In general, we pick a fraction such as %, %,
etc. of the runs called for by the full factorial. We use various
strategies that ensure an appropriate choice of runs. Properly
chosen fractional factorial designs for 2-level experiments have

X2/X3- °

1 X1 mmp

[SINY

Fig. 28. A 2° 2-level, full factorial design; factors X1, X2, X3.

the desirable properties of being both balanced and orthogonal.

A NDE Example of DOE Let us consider a. fictitious scenario
where an ultrasonic testing team such as Team A of the PVRC
1968 UT round robin program reported a single indication,
namely, #1, as shown in Figs. 14(a) and 14(b), where they found
a crack of 2.0 in. long, whereas the actual crack, "L", was 4.75
in. long and located at 0.65 in. away, center-to-center. The
question is:

What additional measurements should Team A make in
order to report the result, 2.0 ( _?_) in, with a 2-sided
predicted 95% level of confidence?

For simplicity, we do not ask the deeper question of a 95%
reliability with a coverage of P, because that will involve an
extra step of computing the tolerance factors as we did in
Sections 3, 4, and 5, a distraction in our goal to introduce DOE.
To answer this question, we need to select a response
variable (output Y ), several factors (input XI, X2, ... ) of
importance in ultrasonic testing, the high and low settings of
each factor, and a 2-level fractional factorial design. Clearly,
the detected crack length is an appropriate response variable, so
we denote the length by Y7 . For this exercise, we choose the
following factors as appropriate for a UT follow-up experiment:

Factor Title (Unit) Low Center High
X1 Operator's Experience (Year) 20 40 6.0
X2 UT Machine Age (Year) 20 50 80
X3 Cable Length (feet) 6.0 8.0 100
X4  Transducer Probe Angle (deg.) 420 45.0 48.0
X5 Plastic Shoe Thickness (in.) 025 050 0.75

We also choose a 5-factor 8-runtcenter-point fractional
factorial design as shown in Fig. 29, where the center point
response variable Y/ equals 2.0 in., as reported by Team A.

Without actually obtaining the 8 additional
measurements as proposed, we now conduct a "virtual"
experiment by arbitrarily assign 8 values of Y/ to those 8
runs as shown in Fig. 29. Using a 10-step exploratory-data-
analysis routine of DATAPLOT [26], we obtain results in the
form of plots and tables as shown in Figs. 29 through 35.

In particular, Fig. 29 is a display of the 8 values of
Y! as an ordered set. Fig. 30 is a main effects plot where X1
and X4 are shown to be dominant. Fig. 31 is an interaction
effects plot where 7 of the 10 two-term interactions, X1X2,
X2X3, X2X4, X2X5, X3X4. X3X5. and X4XS5, appear to be
confounding. In Fig. 32, we note that only X2X3 and X2X5
are quantitatively significant, and since X2 as a main effect is
zero, we conclude that X2X3 and X2X5 are not strong enough
to interfere with our decision to choose X1 and X4 as
dominant. Fig. 33 is a 2-parameter least square fit, and Fig. 34
is an uncertainty analysis. Fig. 35 is a contour plot of the 2
dominant factors with the important answer to our question, i.e.,
the fictitious DOE yields a predicted crack length equal to 2.05
(0.54), or 2.05 + 0.54 in., with 95% confidence.
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6. Design of Experiments Approach (Continued)

Virtual 9-run UT Experiment for Detecting Flaw "L"

Step 1 YI X1 X2 X3 X4 X5
k<3| 170 -1 -1 -1+ +
5 LN=8 2145 1 -1 -1 -1 -1
178 -1 #1111 #
265 +1 H -1 +1 -1
225 -1 -1 #1 +1 -1
210 #1 -1 #+# -1 # Ry vt
~ 25— 130 -1+ + -1 -1 .
£ 250 +1 +1 #1 #  #
3 .
E X
o X
s 2
% Ordered Data Set
s . x
>
g 15—
e
&é OO S SRS
T
X1 - - - + + - + + |Serv Year SY
Xa: . : ! : : - + +  Machine Y MY
: + : - + - + + . 'Cable Lgh CL
X43: - + - - - + + + lprb A'ﬂ? PA
X ) * + + . - + - |Shoe Thek ST

4

Factors: X1 = Service Yr (2, 4, 6); X2 = Machine Yr (2, 5, 8),
X3 = Cable Length (6, 8, 10); X4 = Probe Angle (42, 45, 48);
X5 = Shoe Thickness (1/4", 1/2", 3/4"); Values( -, 0, + )

Fig. 29. First of ten plots by DATAPLOT showing the fictitious ultrasonic crack measurement data as an ordered set.

Note the table at the bottom of the plot being the transposed DOE matrix with re-ordered columns.
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6. Design of Experiments Approach (Continued)

Virtual 9-run UT Experiment for Detecting Flaw "L"

Swep 3
Main Effects Plot
“K=s
24 028
*
E = f .
- ! i‘ i
z 22 : i . Fig. 30.  Step 3 of a 10-step
3 i . analysis of the fictitious ultrasonic
? 21 ; . ; - | crack measurement data showing
i~ e e o ' the main effects of the 5-factor 8-
% z - ‘,' : ~ run fractional factorial 2-level
i i ‘ i design (k =5, n=8). Note X1 and
3 19 | : { X4 are dominant.
£ | .
« 18 !l
.
7 06 ° -ones 045 o075
-XI’ .ﬂ' .XS. -K4. -13.
Factors: X1 = Service Year (2,4,6); X2=Machine Year (2, 5, 8);
X3 = Cable Length (6, 8, 10); X4 = Transducer Probe Angle (42, 45, 48);
X6 = Plastic Shoe Thickness (1/4", 1/2", 3/4"); Values( -, 0, +)
Virtual 9-run UT Experiment for Detecting Flaw "L"
Step 4 . .
S Interaction Effects Matrix
‘-é g; 106 12 0.8 13: 008 12: 0 15: 009
g 22 A
5 2-;; o *~--—8 *———9
$ 19
= 18
E - ,&;';v“'s“ 20 23: 027 24: 05 25: 023
H - Fig. 31. Step 4 of a 10-step
> ~ / ! analysis of the fictitious
e . i .
| ultrasonic crack measurement
RO X om P i data showing the interaction
' effects of the 5-factor 8-run
—— | | fractional factorial 2-level
I design (k= 5, n=28). Note the
YT rowTy i existence of 7 out of 10

potential 2-term interactions
that need to be addressed in
Step 7, Fig. 32.

X3(CsbeLOhCL) | /

1

1/

X4&(Pib Angle P4} )

X5{Shoe Thek ST)
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6. Design of Experiments Approach (Continued)

Step 7 Virtual 9-run UT Experiment for Detectina Flaw "L"
|Etfects) Plot Factor: Confound
[ Average - 205 Factor Effect
06 ? - - - D I T I T S B I L .. 1: 1424935
- ! 1424435 106
4412 : 045
05 - 23445 :<0.275
25+34 : 0.225 .
® 5413 : -0.075 & a2
04 - 3.+15 : <0.025
2+14 :0
% 03
.4 . Fig. 32. Step 7 of
& - a 10-step analysis

| of the fictitious

02 - :
; i ultrasonic crack
h ! | measurement data
01 — | . | showing an ordered
; L i plot of the absolute
N | - | values of the main
0 . ; A e . e - | and two-term inter-
) 1 3 23 25 5 3 2 action effects.
Factor 1 = Serv Year, 2 = Machine Y, 3 = Cable Length,
4 = Probe Angle, 5 = Shoe Thickness; 23 = interaction,
LEAST SQUARES MULTILINEAR FIT
SAMPLE SIZE N = 9 NUMBER OF VARIABLES = 2
REPLICATION CASE: REPLICATION STANDARD DEVIATION = 0.2573908 Fie. 33 Sensitivi
REPLICATION DEGREES OF FREEDOM = 4 18. 9o ensitivity
NUMBER OF DISTINCT SUBSETS = 5 analysis of the 5-factor
8-run-plus-center-point
PARAMETER ESTIMATES (RPPROX. ST. DEV.) T VALUE fictitious  ultrasonic
1 A0 2.04444 (0.7035E-01) 29.06 crack  measurement
2 Al X1 0.300000 (0.7461E-01) 4.021 . _
3 A2 x4 0.225000 (0.7461E-01) 3.016 data using a two
parameter (X1, X4)
RESIDUAL STANDARD DEVIATION = 0.2110380 least square fit routine
RESIDUAL DEGREES OF FREEDOM = 6 of DATAPLOT.
REPLICATION STANDARD DEVIATION = 0.2573907673
REPLICATION DEGREES OF FREEDOM = 4
LACK OF FIT F RATIO = 0.0168 = THE 1.6563% POINT OF THE
F DISTRIBUTION WITH 2 ARD 4 DEGREES OF FREEDOM
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6. Design of Experiments Approach (Continued)

Uncertainty Analysis

Ao = 2.044445

Al = 0.3

A2 = 0.225 Fig. 34. Results of an uncertainty
analysis generated by DATAPLOT 10-step

Resdiual SD = 0.211038 code showing that the UT Team A's

Resdiual DF = 6 detection of a crack has a reportable length
within a 95% confidence interval of ( 1.51

variance (¥) = 0.04258 in., 2.58 in.).

SD(Y) = 0.206347

Upper 95% Confidence Bound for ¥ = 2.57667

Lower 95% Confidence Bound for ¥ = 1.51222

Xa(Prs Angle PA)

Virtual 9-run UT Experiment for Detecting Flaw "L"
Contour Plot of the 2 Dominant Fectara: X1 and X4

NI

/<— Predicted ybar = 2.045 in.
Upper 95% Conf Bd = 2.58 in.
Lower 95% Conf Bd = 1.51 in.
Pred. Length = 2.045 (0.535) in.

i.-

Fig. 35. Step 10 of an analysis of the
fictitious ultrasonic crack measurement
data showing a contour plot of the two
dominant factors, X1 and X4. The
plane behavior of the plot confirms that
the 2-term interactions are negligible.

2 - n y 1 ' |
-2 A 1 2
X1 (Operator’s Service ..., 00 = ybar <205
Year, Center-Valued) paa  yo0 =2
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7. APROTOTYPE WEB-BASED DATA ANALYSIS
PLUG-IN FOR REMOTE-ACCESS OF DATAPLOT

Since NDE monitoring of aging structures is usually
performed in the field and the analysis of the field-generated
NDE data is accomplished in the office, there is a time delay in
getting results of the analysis back to the field for maintenance
decision making. To reduce this time delay, a demonstration
project was initiated at the National Institute of Standards and
Technology (NIST), where a prototype web-based data analysis
"plug-in" was implemented using DATAPLOT as the software
package for remote-access testing. In this paper, we shall
describe how this plug-in works in a step-by-step presentation
where DATAPLOT is accessed remotely and executed to do a
similar task as the ultrasonic detection data analysis of Sect. 6.

In Fig. 36, we show the results of three steps, namely,
Step 1 begins with the url, www.nist.gov and a change of the url
to the personal website of Alan Heckert, Step 2 is to activate the

v Rebad JW”W"“’“W’MMW’W“’"
rks f€mozia.org 2 mozikaZine 42 mozdev.org

Statistical Engineering Division

e-FITS

e-Metrology

introduction

link named "e-Metrology," and Step 3 is to activate the link
named "Experimental Design." In Fig. 37, we show Step 4
where we click on the link named "10 Step Analysis of Factorial
Designs with Uncertainty." In Figs. 38, 39, and 40, we show
Step 5 in three parts, because the screen contains detailed
instructions on how to do the analysis and a template for filling
2 major and 8 minor dialog boxes with input data.

In Fig. 41, we show Step 6, which is not a web-based
task, but is important in getting ready for Step 7 by preparing an
ASCII file containing all the necessary input data for the 10-
step analysis. In Figs. 42 and 43, we show Step 7 in two parts,
where the data of Step 6 is now entered. After clicking on
"Perform 10-Step Analysis" at the end of Step 7, we reach the
final Step 8 as shown in Fig. 44 where the first plot of the
results of the 10-step analysis appears. This plot is similar to
Fig. 29 of Sect. 6. The remaining plots and tables of the 10-step
analysis results then follow. Task accomplished.

The Statistical Engineering Division (SED) at NIST has collected various data analytic tools

useful in solving common metrology problems arising in science and engineering, and
conisolidated them by providing a single web-based user interface.

The primary benefits include: (a) minimizing the need for scientists and engineers to leam
new statistical environments, (b) provide users with tools that may have previously been
inaccessible, (c) augment the capabilities to perform varying types of analyses, e.g.,
Bayesian computation, {d) automate routine computations thereby enabling SED staff to
collaborate on complex problems and further research efforts.

The statistical engines contained in the back-end of this product currently include R and

SED's Dataplot.

Probtem
Catagories

1. GUM

4. Calibration

5. Key Comparisons
6. Regression/Fitting

Analyses are available in the following categories:

Fig. 36. Step 3 of a Prototype Web-based Data Analysis Plug-in for Estimating Reliability of Network-Accessed Testing Data
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7. A Web-based DOE 10-Step Uncertainty Analysis (Cont'd)

& 1. cam it gov}heckersedje-metzcogy]e-metrdogy him#dex

' mozilaZine lmozdev,org

- Design of Experiments

Analytic Description

10-Step Analysis of Perform the 10-step exploratory data analysis of 2-level full

Factorial Designs factorial and fractional factorial designs.
\‘\10-StegAnaI\[sis of Perform the 10-step exploratory data analysis of 2-level full

Factorial Designs with factorial and fractional factorial designs. In addition, include some

Uncertainty uncertainty computations.

Fig. 37. Step 4 of a Prototype Web-based Data Analysis Plug-in for Estimating Reliability of Network-Accessed Testing Data

~ Reload - \.& http;llwwwcammstqwinheckut]sodlo-meuolooyiwstaputﬂm

ks lmozla.org lmzﬂdm lmzdav.org
Statistical Engineering Division NIST

National institute of

Web Based Computing Standards ond Tachnology

SED Staff

e-Metrology: 10-Step EDA Analysis of 2-Level Full
and Fractional Factorial Designs

Note: This is a big

Perform a 10-Step Analysis of 2-Level Full and screen with notes
Fractional Factorial Designs and dialog boxes.

Overview An important class of experiment designs are the full factorial and the We will download

fractional factorial designs. i n p arts. Th is is
Full A design with all possible combinations of all the input factors is called a full P a rt 1
Factorial factorial design.

Designs

Fractional If only a subset of the full factorial design pomts are used, then we have a
Factorial fractional factorial design.

Designs
Fractional factorial designs allow us to run experiments with a larger number

of factors.

Fig. 38.  Step 5, Part 1, of a Prototype Web-based Data Analysis Plug-in for Estimating Reliability of Network-Accessed Testing Data
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7. A Web-based DOE 10-Step Uncertainty Analysis (Cont'd)

& 120w com it govihocketsee-motrdogy/0stepunc.em

Fractional If only a subset of the fill factorial design points are used, then we have a
Factorial fractional factorial design.
Designs . .

Fractional factorial designs allow us to run experiments with a larger number Note: Thisis a big

of factors. screen with notes and
2-Level An important subclass of these designs are the 2-level designs. dialo g boxes.
Designs,
g"_“:’ We will download

oints
In parts. This is
10-Step This form analyzes 2-level full and fractional factorial designs using a 10-step P rt 2
EDA EDA approach developed by Jim Filliben. a
Approach
Note the two dlalog

Yates Order  This analysis assumes that your response variable is in Yates order. boxes below:
Enter the response data (Yates Enter the design matrix (Yates order,

order, no center points):

Fig. 39. Step 5, Part 2, of a Prototype Web-based Data Analysis Plug-in for Estimating Reliability of Network-Accessed Testing Data

& . com i vl fsedje metroogy 103 epunc .

lmozlm .tmzdav.orq

Futer the response data (Yates Futer the design matiix (Yates order, no center points):

order, no center points): Note: This is a big

screen with notes
and dialog boxes.

We will download
In parts. This is

Part 3

We need to fill the
two dialog boxes
with data (see next
slide for example)

Fig. 40 . Step 5, Part 3, of a Prototype Web-based Data Analysis Plug-in for Estimating Reliability of Network-Accessed Testing Data
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7. A Web-based DOE 10-Step Uncertainty Analysis (Cont'd)

END OF DATA
THE ABOVE IS AN ASCII DATA FILE TO BE READ AS INPUT TO A DATAPLOT FILE.

ALL LINES AFTER THE COMMAND, "END OF DATA", WILL BE IGNORED.|

ASCII LINES AS INPUT DATA FOR WEB-BASED DATAPLOT APPLICATION:

http://www. cam. nist. gov/~heckert/sed/e-metrology/e-metrology. htm

AN EXAMPLE FOR FILLING 2 MAJOR AND 8 MINOR DIALOG BOXES

MAJOR BOX 1. RESPONSE VARIABLE WITHOUT CENTER POINT

111.310 -=-=p Note: This is an ASCII file

89.100 2 .

,56:020 containing data as input

144. 500 to a DATAPLOT code

128.280 for a 10-step analysis

of factorial design

MAJOR BOX 2. DESIGN MATRIX With uncertainty.

'i i i i i After we download the

14 1o I web screen Part 3,

T VO H P we need this ASCII file to

fill 2 major and 8 minor
dialog boxes

MINOR BOX 1. center point value = 120.840

MINOR BOX 2. title = sensitivity analysis on Chord 708 section force (kipf)

MINOR BOX 3. RESPONSE LABEL Chord 708 section force (kipf)

MINOR BOX 4. Factor 1 = Elas Mod E
MINOR BOX 5. Factor 2 = Thickness b
MINOR BOX 6. Factor 3 = Nodal Load P
MINOR BOX 7. Factor 4 = Settlemt U2C
MINOR BOX 8. Factor 5 = settlemt UlC

Fig. 41. Step 6 of a Prototype Web-based Data Analysis Plug-in for Estimating Reliability of Network-Accessed Testing Data
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7. A Web-based DOE 10-Step Uncertainty Analysis (Cont'd)

111.310
89.100
96.020
112.520
144.500
132.520
128.280 ,
156.400 v

Enter center point values (if any):

Enter the title across the top of each
page:

Enter the sub-title across the top of
each page:

Enter the label for the response
vanable

Enter the label for factor vanable 1:
Enter the label for factor vanable 2:
Enter the label for factor vanable 3:

Enter the label for factor variable 4:

Enter the label for factor vanable 5:

-1. -1. -1. 1.

-1. i. -1. ~-1.

1 1. -1 1.
-1, -1, 1. 1.
1. -1 1. -1.
-1. 1. 1. -1,
1. 1. 1. 1.
120.840

ysis on Chord 708 section force (ki

Chord 708 section force (kipf)
ElesticModulus E
Thickness b
NodslLoad P
SetlementU2C

géenlément U1 C
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Fig. 42. Step 7, Part 1, of a Prototype Web-based Data Analysis Plug-in for Estimating Reliability of Network-Accessed Testing Data




7. A Web-based DOE 10-Step Uncertainty Analysis (Cont'd
Enter the label for factor vaniable 1: ElastchodqusE
Enter the label for factor vanable 2: Thlcknessb i
Enter the label for factor variable 3: | diﬁl "Lp‘ajd P |
Enter the label for factor vanable 4: SettlementUZC ) ) -
Enter the label for factor vanable 5: gSé’_/t't»Iévr“nerriit viC
Enter the label for factor vanable 6:
Enter the label for factor vanable 7:
Enter the label for factor vanable 8:
Enter the label for factor variable 9:

Enter the label for factor vanable 10:

erform 10-Step Analysis | [ Reset |

Fig. 43. Step 7, Part 2, of a Prototype Web-based Data Analysis Plug-in for Estimating Reliability of Network-Accessed Testing Data
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7. A Web-based DOE 10-Step Uncertainty Analysis (Cont'd)

At the Beginning of DEXPLOTSUB.DP .

At the Beginning of CONFOUND.DP .
k,n = 5,8

At the Beginning of Step 1 (DEXODP.DP)

Note: This is
the first of 12
pages of a .pdf
file containing
results of the
10-step
analysis

DI
:
=

STEP 1
Otdored Data Piot
160 —1T—
g 150 —
g 140 —
Y 130
g -
120 —
5 " .
~ 110 — x
a
e u
g 100 —
; p x
w 30 —
E i b
2 g -
lé’ J X1: Y -
X2: - -
X3:
X‘: - -
XS: - -
SETTINGS

Fig. 44. Step 8 of a Prototype Web-based Data Analysis Plug-in for Estimating Reliability of Network-Accessed Testing Data
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8. SIGNIFICANCE AND LIMITATIONS

This paper introduces two computer-based tools to the
engineering community, not only for estimating reliability of
weld flaw detection, location, and sizing as stated in the title of
the paper, but also for a more general audience, where one can
use the DOE tool to convert experience and judgment into
uncertainty estimation for better decision making, and the web-
based tool to accelerate critical analysis by getting input from
the field, computing in the office and relaying predictions and
recommendations back to the field within hours instead of days.

By using NDE applications as examples to illustrate
two statistical data analysis methods, one on ANOVA and
tolerance intervals, and the other on DOE, we believe this paper
is a significant contribution to the advancement of NDE
engineering and science for preventing premature failures of
aging structures and components. In particular, the NDE
example of DOE as presented in Section 6 included an
interesting result by identifying the UT operator's experience as
one of the two dominant factors. This coincided fortuitously
with a similar observation by Behravesh and Dau [50] in a 1986
EPRI report on NDE personnel requalification, even though our
example used fictitious data that had no physical basis.

Clearly, the two statistical data analysis methods as
applied to NDE are not without limitations. Chief among them
is the difficulty of reducing a large list of NDE-related factors
to a small and manageable number. In addition, the search for
one or more critical response variables to characterize an NDE
process is also a challenging one. The third limitation is the
judgment-based requirement of high and low settings of each
factor, making the analysis outcome not as rigorous as it should
be. Nevertheless, as long as the user is aware of those
limitations and interprets the results of the analysis accordingly,
we believe the data analysis methods are useful additions to the
engineer's tool box, as illustrated by several other applications
[24, 51, 52] scheduled for presentation at this conference.

9. CONCLUDING REMARKS

An NDE data analysis methodology using ANOVA,
tolerance intervals, and design of experiments approaches for
estimating reliability of weld flaw detection, location, and
sizing, has been presented with examples based on the PVRC
1968 round-robin testing program of ultrasonic detection of
implanted flaws in thick-section steel-plate weld specimens.

To take advantage of this new methodology, we have
also demonstrated that it is feasible to implement the analysis
capability in a web-based information system such that one can
accelerate the feedback loop between the field inspectors of a
structure or component for critical flaws by nondestructive
evaluation (NDE) and the office engineers who do the damage
assessment and recommendations for field action to prevent
failure. For example, field inspection data of critical flaws can
be transmitted to the office instantly via the internet, and the
office engineer with a computer database of equipment

geometry, material properties, past loading/deformation
histories, and potential future loadings, can process the NDE
data as input to a damage assessment model to simulate the
equipment performance under a variety of loading conditions
until its failure. Results of such simulations can be combined
with engineering judgment to produce and transmit to the field
specific recommendations, with uncertainty estimation, for
operational decision making,
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Table 1. A listing of TFN; , , the two-sided Tolerance limit Factors for Normal distributions at coverage P and

sample size n , for two specific probabilities, y = 0.75 and 0.90, such that the probability is y for at least a proportion
P of the distribution to be included between X + TFNp ,* s, where X and s are estimates of the mean and the
standard deviation computed from a sample size n (after Proschan [43], Natrella [44], Beyer [45], Nelson et al [33], etc.).

N I T
\| ©75 [090] o095 . 0.99 | 0999 | o075 |[050] 0.95 | 0.99 | 0.999
! i } !
2 | 4.498 | 6.301 | 7.414 | 9.531 | 11.920 || 11.407 . 15.978 18.800!24167‘30.227
s | 2501 | 3.538 | 4.187 | 5.431 | 6.844 | 4.182  5.847 | 6.919  8.974 | 11.309
4 | 2035 | 2.802 | 3.431 | 4.471 | 5.657 | 2.932 | 4.166 | 4.943 | 6.440 8.149
s | 1.825 | 2.599 | 3.088 | 4.033 1 5.117 | 2.454 | 3.494 | 4.152 | 5.423 | 6.879
6 | 1.704 | 2.429 | 2.889 | 3.779 . 4.802 | 2.196 | 8.131} 3.723 4.870 | 6.188
7 | 1.624 | 2.318 | 2.757  3.611 | 4.593 || 2.034 | 2.902 | 3.452 | 4.621} 5.750
8 | 1.568 | 2.238 | 2.663  3.491; 4.444 | 1.921 | 2.743 | 3.264 4.278 | 5.446
(5] 1.525 |[ZI78] 2.593 | 3.400 | 4.330 | 1.839 3.125! 4.098 | 5.220
0 | 1.492 | 2.131 2.537 | 3.328 | 4.241 | 1.775 | 2.535| 3.018 , 3.959 | 5.046
1 | 1.465 | 2.093 | 2.493 | 3.271 | 4.169 || 1.724 ' 2.463 2.933  3.849 | 4.906
12 | 1.443 | 2.062 | 2.456 | 3.223 | 4.110 | 1.683 | 2.404 | 2.863 . 3.768 | 4.792
13 | 1.425 | 2.036 | 2.424 | 3.183 | 4.059 : 1.648 | 2.355  2.805 | 3.682[ 4.697
14 | 1.409 ) 2.013 | 2.398 3.148 4.016 ; 1.619 314 2.756 3.618 . 4.615
15 ||1.395 [1.994] 2.375 | 3.118 ' 3.979 | 1.594 | |2.278] 2.713 ' 3.562 | 4.545
76 11.383 | 1.977 | 2.355 | 3.092 | 3.946i 1.572 | 2.2d46 ' 2.676 | 3.514 | 4.484
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20 | 1.347 | 1.925 (2.294 | 3.013 | 3.846 | 1.506 ' 2.162 | 2.564 | 3.368 4.300
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Table 2. A listing of TFNp , , the two-sided Tolerance limit Factors for Normal distributions at coverage P and

sample size n , for two specific probabilities, ¥ = 0.95 and 0.99, such that the probability is y for at least a proportion
P of the distribution to be included between X + TFNp ,* s, where X and s are estimates of the mean and the
standard deviation computed from a sample size n (after Proschan [43], Natrella [44], Beyer [45], Nelson et al [33], etc.).

‘ v = 0.95. : y = 0.99 .

" ¢ 0.75 0.95 0.99 | 0.999 0.75 0.95 0.99 0.999
2 |22 858 |32.019 [37.674 148.430 [60.573 [|114.363 [160.193 [188.491 242.300 [303.054
3 | 5922 | 8380 | 9.916 [12.861 [16.208 || 13.378 | 18.930 | 22.401 | 29.055 | 36.616
a4 | 3779 | 5.369 | 6.370 | 8.299 (10.502 | 6.614 | 9.398 | 11.150 | 14.527 | 18.383
5 | 3002 4.275 | 5.079 | 6.634 | 8.415 ;| 4.643 | 6.612 | 7.855 ! 10.260 ' 13.015
e | 2604 3.712 | 4.414 | 5.775 | 7.337 | 8.743 | 5.337 | 6.345! 8.301  10.548
7 | 2.361 | 3.369 | 4.007 | 5.248 | 6.676 | 3.233 | 4.613 | 5.488 | 7.187 1 9.142
e | 2197 '3.13613.732 | 4.801 | 6.226 | 2.905 | 4.147 | 4.936 | 6.468 | 8.234

o] 2.078 [2.967] 3.532 | 4.631 | 5.899 | 2.677 4.550 | 5.966 | 7.600

o | 1987 ' 2.839 | 3.379 | 4.433 | 5.649 | 2.508 | 3.582 | 4.265 | 5.594 | 7.129
1 | 1916 | 2.737 3.259 | 4.277 | 5.452 | 2.878 | 3.397 | 4.045| 5.308 1 6.766
12 | 1.858 | 2.655 3.162 | 4.150 | 5.291 | 2.274 | 3.250 | 3.870 | 5.079 | 6.477
13 | 1.810 | 2.587 | 3.081 | 4.044 | 5.158 | 2.190 3.130 | 3.727 | 4.893 | 6.240
14 | 1.770 | 2.529 | 3.012 | 3.955 | 5.045 | 2.120 | 3.029 | 3.608 | 4.737 | 6.043
1s | 1.735 [2.480] 2.954 | 3.878 | 4.949 | 2.060 | [2.945]| 3.507 | 4.605 | 5.876
T6| 1.705 | 7457 2.903 | 3.812 | 4.865 | 2.009 | TBIZ)| 3.421| 4.492) 5.732
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vo | 1.635 i 2.337 | 2.784 | 3.656 | 4.667 | 1.891 | 2.703 | 3.221 | 4.230 | 5.399
20 | 1.616 | 2.310 | 2.752 | 3.615 | 4.614 | 1.860 | 2.659 | 3.168 | 4.161 | 5.312
21 | 1.599 | 2.286 | 2.723 | 3.577 | 4.567 || 1.833 | 2.620 | 3.121 | 4.100 | 5.234
22 | 1.584 | 2.264 | 2.697 | 3.543 | 4.523 || 1.808 | 2.584 | 3.078 1 4.044 | 5.163
23 | 1570 | 2.244 | 2.673 | 3.512 | 4.484 | 1.785 | 2.551 | 3.040 | 3.993 | 5.098
2a | 1557 ! 2.225 | 2.651 | 3.483 | 4.447 | 1.764 | 2.522 | 3.004  3.947 | 5.039
25 | 1545 ' 2.208 | 2.631 | 3.457 | 4.413 | 1.745 | 2.494 | 2.972 3.904  4.985
26 | 1.534 | 2.193 [ 2.612 | 3.432 | 4.382 || 1.727 | 2.469 | 2.941 | 3.865  4.935
27 | 1.523 1 2.178 | 2.595 3.409 |4.353 | 1.711 | 2.446 | 2.914 | 3.828  4.888
| j |
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Table 3. Team A (PVRC 1968 Procedure) UT Data as corrected by Hedden [31] for analysis by Fong et al [11-12].

Team A (1968 Procedure) UT Data (Rev. by Hedden, 1984-03-07)

File Name: [PVRC]UT68AY.DAT

INDICA. DACMAX. XIUAY X2UAY YIUAY Y2UAY ZIUAY Z2UAY

1 50 2479 2481 30.60 32.60 1.99 8.01
2 80 2559  25.61 2895 3155 935 1045
3 50 2459  24.61 29.05 3205 10.36  10.65
4 50 26,49 2651 29.00 32.00 4.49 451
5 80 2589 2591 1480  19.80 4.65 5.75
6 100 25.79 2581 1680 17.80 8.29 8.31
7 50 2579 2581 1530 19.30 7.84 7.86
8 110 2659  26.61 1.50 4.00 8.14 8.16
9 50 2479 2481 1.80 3.00 6.24 6.26
10 25 2559  25.61 4.30 5.80 3.00 3.60
11 40 2559  25.61 2.30 4.80 3.40 3.95
12 110 2559  25.61 1.80 3.30 3.00 4.05
13 80 2659  26.61 3.00 4.50 8.24 8.26
14 120 2479 2481 2.30 4.30 6.34 6.36
15 100 26.79  26.81 1500 18.00 1.99 201
16 60 2589 2591 1620  20.50 4.75 5.85
17 50 25.79 2581 1750 19.00 1.74 1.76
18 200 2460  25.60 2850 31.50 945 10.55
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Table 4. Team B (PVRC 1968 Procedure) UT Data (uncorrected) for analysis by Fong et al [11-12].

Team B (1968 Procedure) UT Data (Uncorrected)

File Name: [PIRC] UT68B.DAT

INDICA. DACMAX X1UTC X2UTC YIUTC Y2UTC ZiUTC Z2UTC

1 25 25.20 25.70 2.00 6.00 550 6.60
2 30 25.20 25.70 16.00  18.50 9.00 9.50
3 25 26.30 26.70 1630  22.30 6.50 7.00
4 30 26.30 26.60 2830 3220 9.00 9.50

Table 5. Team C (PVRC 1968 Procedure) UT Data (uncorrected) for analysis by Fong et al [11-12].

Team C' (1968 Procedure) UT Data (Uncorrected)

File Name: [PVRC]UT68C DAT

INDICA. DACMAX. XIUTC  X2UTC YIUTC Y2UTC ZIUTC Z2UTC

1 100 2498 2562 - 1550 18.50 0.98 1.62
2 40 2498  25.02 3050 33.75 5.48 5.52
3 15 2498  25.02 1.00 4.50 2.98 10.02
4 40 2598  26.02 L75 2.50 2.3 2.M
5 60 2598  26.02 16.00 21.00 8.23 8.27
6 25 2498  25.02 1.50 4.50 0.98 1.02
7 40 2648  26.52 30.00 3425 2.73 2.7
8 40 2548 2552 1450  20.00 5.48 5.52
9 45 2598  26.02 1.00 6.00 8.23 8.27
10 75 2498  25.02 3000 34.00 298 10.02
11 11 2598  26.02 3198 32.02 0.98 1.02
12 9 2598  26.02 1698 17.02 213 2.7
13 8 2598  26.02 1.98 2.02 5.48 552
14 9 2598  26.02 1698 17.02 998 10.02
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