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Greetings,

On behalf of the Director's Office, I proudly present the 2023 SURF Colloquium book. Using a hybrid format, the 
2023 SURF Colloquium featured in-person and virtual presentations and attendees.

Founded by scientists in the Physics Laboratory (PL) with a passion for STEM outreach, the SURF Program has 
grown immensely since its establishment in 1993. SURF's first cohort consisted of twenty participants from 8 
universities who conducted hands-on research primarily in the physics lab. The 2023 cohort, representing all 
STEM disciplines, included 172 participants from 74 universities working on research projects on the NIST 
campuses in Boulder, CO, and Gaithersburg, MD, and remotely. Participants from both campuses engaged in 
activities collectively, including the Colloquium. In the future, the program will likely include virtual and in-person 
components. The nation’s workforce is changing, and we must adapt.

As you peruse the Colloquium book, you are bound to find topics that pique your interest. You are welcome to 
email the NIST research advisors about your questions and comments regarding the ongoing research in a specific 
NIST laboratory. Most staff and scientists are excited to exchange findings and new ideas and love to talk about 
their roles and research at NIST.

I could not conclude this letter without mentioning the individuals who make the SURF Program possible. Thank 
you to the Lab SURF Directors, the SURF mentors, the administrative staff, OISM, and all the staff who play an 
integral role in creating valuable experiences for the SURF participants. Also, a huge thank you goes out to the 
participants, their families and friends, and the ambassadors who spread the word about SURF. Your hard work 
and support are greatly appreciated.

I hope you enjoy the 2023 Colloquium book and learn something new about the nation’s standards laboratory.

Best regards, 

Cara O'Malley

NIST SURF Program Director 

2023 SURF Colloquium 1



NIST SURF Program Team 

Organizational Unit (OU) Name 
Director's Office Cara O'Malley 
Director's Office Kara Robinson 
Director's Office Linda Derr* 
Communications Technology Lab Wesley Garey 
Communications Technology Lab David Griffith 

Engineering Lab Cartier Murrill 
Engineering Lab Shonali Nazare 

 Communications Technology Lab Lotfi Benmohamed 

Information Technology Lab 

Timothy Burns 

Information Technology Lab
Information Technology Lab 

Michaela Iorga Information Technology Lab 
Derek Juba 

Material Measurement Lab 
Katherine Gettings 

Material Measurement Lab 
Nathan Mahynski 
Jessica Staymates 

NIST Center for Neutron Research 

Julie A. Borchers 

NIST Center for Neutron Research 
Leland Harriger 

NIST Center for Neutron Research 

Susana Teixeira 

Physical Measurement Lab 
Uwe Arp 

Physical Measurement Lab 
Michael Berilla 

Physical Measurement Lab 
Maritoni Litorja 

Physical Measurement Lab 

Matthew Pufall* 

Physical Measurement Lab 

Physical Measurement Lab 

Thomas “Mitch” Wallis* 
Advanced Manufacturing Lisa Fronczek 

2023 SURF Colloquium

Information Technology Lab 

Ian Soboroff 

Diversity, Equity, and Inclusivity  Office Juan Fung 

*based in Boulder, CO

*

Information Technology Lab 

Yolanda Bursie 

Material Measurement Lab 

Richard Steiner 

2



Table of Contents 

SURF Colloquium Schedule …………………………...……………..............................……....……..……… 4

Student Abstracts - Boulder ................................................................................................ 10

Student Abstracts - Communications Technology Laboratory (CTL) ............................. 31

Student Abstracts - Diversity, Equity, and Inclusivity Office (DEIO) ............................. 35

Student Abstracts - Engineering Laboratory (EL) ............................................................... 38

Student Abstracts - Information Technology Laboratory (ITL) ......................................... 71

Student Abstracts - Materials Measurement Laboratory (MML) ....................................... 108

Student Abstracts - NIST Center for Neutron Research (NCNR) ....................................... 155

Student Abstracts - Physical Measurement Laboratory (PML) ....................................... 167

2023 SURF Colloquium 3

https://primetime.bluejeans.com/a2m/live-event/sgsskrrx
https://bluejeans.com/351211267/0730
https://bluejeans.com/946424079/6073
https://bluejeans.com/544223532/3099
https://bluejeans.com/351211267/0730
https://bluejeans.com/946424079/6073
https://bluejeans.com/544223532/3099
https://bluejeans.com/961384113/4619
https://bluejeans.com/435534290/0420
https://bluejeans.com/964520725/2477
https://bluejeans.com/961384113/4619


2023 SURF Colloquium

August 1, 2023 - Plenary Session

4

https://primetime.bluejeans.com/a2m/live-event/sgsskrrx
https://bluejeans.com/351211267/0730
https://bluejeans.com/946424079/6073
https://bluejeans.com/544223532/3099
https://bluejeans.com/351211267/0730
https://bluejeans.com/946424079/6073
https://bluejeans.com/544223532/3099
https://bluejeans.com/961384113/4619
https://bluejeans.com/435534290/0420
https://bluejeans.com/964520725/2477
https://bluejeans.com/961384113/4619


August 1, 2023 - Parallel Sessions

5



August 2, 2023 - Parallel Sessions

6



CTL(+l EL) 

Moderator: CTL: David Griffith 

Blue·eans Moderator: EL: Cartier P Murrill 

MML 

Moderator: Brian Decost 

Blue·eans Moderator: 

ITL 

Moderator: Michaela and Nikita 

Bluejeans Moderator: 

EL - Elijah Martin: Developing a Custom Spin Coater Ryan Kim: AELF multiagent machine learning to Brian Chen (virtual): Graph Database for NIST 

Cybersecurity Publication Citation Relationships Using a Microcontroller and 3D printing map transfer data 

CTL - Benjamin Philipose: Integrating Network 

Simulations for Enhanced Vehicle Performance 

Anal sis 

CTL - Benjamin Winig: Simulating Manufacturing 

Environments with SimPROCESD 

PML 

Moderator: Susana Deustua 

Bluejeans Moderator: 

Travis White: Analyses in Laboratory Metrology 

Dinelka Jagoda: Educational Outreach Resources 

Jeremy Robin: Multiplexed Electrochemical 

Biosensing 

Ginny McCracken: Fabrication and Characterization 

of Functionalized Graphene Field Effect Transistor 

for the Quantification of Exosomes Produced by 

Induced Pluripotent Stem Cell-Derived 

Ca rd iomyoc tes 

Dennis Zhao: Analyzing phase diagrams using 

machine learning 

Tristan Charles: Utilizing Machine Learning to 

Analyze Carbon Dioxide Capture Efficiency 

John Marquart: Similarity Metrics applied to 

Jayden Crosby (virtual): Chatbots and Search 

Francsi Durso (virtual}: A Combinatorial 

Approach to Explainable Al 

Navya Gautam (virtual}: Creating an Enriched 

Neural Networks: Examining how Material Cybersecurity Risk Dataset with Visualizations to 

Properties are Learned Analyze and Evaluate Cyber Risk Incidents 

Andrew Celi: Integrated NIST Knowledge Website Anthony Malysz (virtual}: "Next Generation 

Pollicy-as-Code" 

MML m 

Moderator: Meagan Cauble Moderator: Nikita Wooten 

Blue·eans Moderator: Bluejeans Moderator: 

Jay Kannan: Using the WIPP System for Imaging John Guerreia (virtual): Understanding Memory-

Cell-Virus Interactions 

Sheetal Padhi: Containerized Tools for Image 

Processing and Analysis of Live Induced 

Pluripotent Stem Cells 

Related CWE Entries with Bugs Framework 

Zach Benton (virtual} : CNN-based texture 

directionality detection 

Carina De/core: An Investigation of Arginine-rich Vidhata Jayaraman (virtual}: Surprising 

Antimicrobial Peptides and their Interactions with Sentences 

Lipid Membranes 

Jonah Oxman: Characterizing Antibody Flexibility: 

20 Codistribution Analysis of Disulfide Bond 

Reduction 

Connor Skelton: Uncertainty Quantification in Flow Sragvi Pattanaik: Exploring the Role of Bacterial 

Cytometry with AM Modulation Motility in Evolutionary Mechanisms for 

Antimicrobial Resistance 

August 2, 2023 - Parallel Sessions (continued)

7



August 3, 2023 - Parallel Sessions

8



End of Colloquium

August 3, 2023 - Parallel Sessions (continued)

9



Boulder, CO 
2023

2023 SURF Colloquium 10



Summer Undergraduate Research Fellowship (SURF) - 2023 Participants 

(in the order of the Colloquium schedule)

Boulder, CO

Nathan Gonzalez (CTL): Homodyne Tomography for Characterization of Non-classical Optical States in Quantum Networking 

Jessica Gerac (MML): Reproducibility in 3D Photopolymer Printing

Jake Shin (ITL): High Resolution Light Scattering Measurements of Information Displays

Grant Mondeel (PML): A Real-Time Data Analysis GUI for Transition-Edge Sensor Array Spectrometers

Jacob Stuligross (PML): Software to Support Gamma-ray Spectrometry

Ethan Sontarp (MML): Molecular Dynamics Simulations of Aqueous NaF using Polarizable Force Fields

Essa St George (CTL): Laser Scanning Microscope for High-Speed Waveform Metrology

Anh Katerine Le (PML): Clock Data Analysis Using Least Squares and Allan Variance Techniques

Adam Keim (CTL): Cryogenic low-noise DC measurements of nanoscale Josephson junctions

Tuan Anh Nguyen (PML): Characterizing extended InGaAs photodiode shot noise at 4 K

Matthew Rilloraza (PML): Frequency Comb Calibrated Laser Heterodyne Radiometry for Precision GHG Measurement 

Anthony Adesso (PML): Accessible smartphone-based pH sensors using magnetic hydrogels

Victor Lita (CTL): Optimizing Electrochemical Reactions for Microwave Microfluidic Analysis

Kayla McCreary (MML): Comparing THC Recovery from Impaction and Electrostatic Filter Devices

Natalie Bruhwiler (PML): Radio frequency induced heating of passive implants during low field MRI

Kamakshi Subramanian (PML): MRI of Tumor Mimics with Quantitative and Radiomic Analysis

Ellen Meyer (PML): Robotic Calibration for Scales Used to Measure Radiation Pressure

Ernesto Flores (PML): Measuring Metal-Melting Lasers at their Focus

Eve Blank (ITL): Pareto Tracing Ridge Profiles for Wind Turbine Design

2023 SURF Colloquium 11



SURF Student Colloquium 
NIST – Boulder, CO
August 1-3, 2023

Name:  

Academic Institution:  Major:  
Academic Standing 
(Sept. 2023):

Future Plans 
(School/Career): 

NIST Laboratory, 
Division, and Group: 

NIST Research 
Advisor: 

Title of Talk: 

Abstract: 

Nathan R. Gonzalez
Gordon College (Wenham, MA) Physics
Senior

Pursue a Ph.D. in Physics

Communications Technology Laboratory, RF Technology Division, High Speed Waveform Metrology 
Group
Dr. Tasshi Dennis

Homodyne Tomography for Characterization of Non-classical Optical States in Quantum Networking

We implemented optical homodyne tomography to characterize non-classical states of light, with the aim 
of creating optical networking between superconducting quantum computers. Tomography uses repeated 
samples of a light field to reconstruct a statistical measurement of its quantum state. Accurate 
characterization of quantum states is essential to assess the quality of the generated network entanglement 
and its ability to overcome transmission loss. In this process we developed a Mach-Zehnder 
interferometer for initial testing, implemented balanced detection, characterized quantum noise, and 
technical sources of noise inherent in the experiment. We employed a balanced detection scheme to 
measure field quadratures to which we applied maximum likelihood estimation as a statistical method to 
represent the quantum state. Characterizing our sources of noise allowed us to have a fundamental 
understanding of how to reduce detection error. In this talk we will show experimental measurements of a 
coherent quantum state, indicative of a laser.
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Jessica Gerac
Appalachian State University Physics
Junior

Graduate School

Material Measurement Laboratory, Applied Chemicals and Materials Division, Nanoscale Reliability 
Group
Dr. Jason Killgore

Reproducibility in 3D Photopolymer Printing

Additive manufacturing is a growing field with wide-reaching applications in the fabrication of precision 
parts. Recent progress in the 3D printing industry has yielded increasingly impressive visual results, but 
current methods fall short on metrics of accuracy, precision and reproducibility. Digital Light Processing 
(DLP), a type of vat photopolymerization that works by curing an entire layer of a print at once, is no 
exception. Variables like light intensity, wavelength, exposure duration, and mask complexity all have 
substantial impacts on DLP print outcome, yet these effects remain poorly understood. We aim to 
advance scientific understanding of these effects by creating hundreds of test masks under varying 
conditions and analyzing the resulting structures. Many advanced applications of 3D printing, such as the 
printing of replacement organs, require extraordinary precision and consistency at the microscale. To 
assess whether the print process exhibits the necessary level of detail, we employ Laser Scanning 
Confocal Microscopy, a technique that allows us to measure print geometries with sub-micron precision. 
The results of this study will contribute to the development of more accurate and reliable fabrication 
techniques by helping identify the causes behind unwanted effects. Moreover, by finding conditions that 
optimize print reproducibility, we pave the way for cleaner input data for machine-learning and 
data-driven models of the printing process. 
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Jake Shin
Princeton University Physics
Junior (Third Year)

Complete my undergraduate studies and pursue a graduate degree.

 Information Technology Laboratory, Software and Systems Division

Mentor: Dr. John Penczek
NIST Host: Dr. Bradley Alpert

High Resolution Light Scattering Measurements of Information Displays

Light scattering measurements off surfaces have a broad range of applications, ranging from 
photorealistic rendering in computer graphics to modeling the surface roughness of materials. An 
important consequence of light scattering is its impact on the visibility of information, whether it be 
printed or electronic information. With rising consumer expectations, further development and 
optimization of information displays requires a concrete metric for characterizing light scattering. 

One approach for quantifying these scattering properties is by measuring the Bidirectional Reflectance 
Distribution Function (BRDF) of a surface. This angular scanning measurement allows us to characterize 
the relationship between the incident and reflected light off of materials in terms of three empirical 
scattering attributes: Specular (mirror-like), Lambertian (perfectly diffuse), and Haze (directionally 
diffuse). 

In this project, we built a 4-axis motion system to make in-plane BRDF measurements for a number of 
surface samples. We automated the angular scanning procedure by developing MATLAB user interface 
drivers for the apparatus. This automation enables us to conduct high resolution scans with a broadband 
white light source, in which the reflected light is collected via a photometric detector. The high resolution 
of these BRDF measurements then allows us to identify and extract the relevant empirical scattering 
attributes, which can provide a model to assess the performance and design of the sample.
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Grant Mondeel
Clemson University Physics

Junior

Pursue a PhD in physics. Research at a national lab.

PML, Division 687, Quantum Sensors Group

Galen O'Neil

A Real-Time Data Analysis GUI for Transition-Edge Sensor Array Spectrometers

Transition-edge sensor array (TES) spectrometers are used in many fields of physics to measure radiation 
with high precision and across a large bandwidth. For instance, TES spectrometers are used to probe 
extremely high electric field physics by observing x-ray transition lines from highly-charged ions from 
the NIST electron beam ion trap (EBIT) and from exotic atoms formed from a nucleus and a muon at the 
Japan Proton Accelerator Research Complex (JPARC). Despite the potential of TES spectrometers, 
analyzing the raw current timestreams to high resolution lists of time and energy for each photon arrival 
is still done with clunky software and is largely inaccessible to non-specialists. Here we describe a 
graphical user interface (GUI) which presents existing data analysis methods in a more intuitive and 
accessible format. This new format has also allowed for more thorough real-time analysis of data during 
experiments. Specifically, the GUI can be used to view spectra as data is being collected so that scientists 
can make informed decisions about how to allocate valuable experimental time. The same GUI can 
perform the final analysis of data that is amenable to standard processing methods. Streamlining TES data 
analysis puts the focus back on the physics being studied and will make future experiments more 
efficient.
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NIST Laboratory, Division, and Group: Physical Measurement Laboratory, Quantum Electromagnetics 
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NIST Research Advisor: Daniel Becker 

Title of Talk: Software to Support Gamma-ray Spectrometry 

Abstract: 

Materials accounting is a crucial part of nuclear safeguards. Measuring the isotopic composition of 
samples of actinides including Uranium and Plutonium are particularly important. Non-destructive 
analysis (NDA) relies on gamma-ray detectors and gamma spectrum analysis. The current state-of-
the-art technology for NDA is high-purity Germanium (HPGe) detectors, which allow for Plutonium 
isotopic ratio uncertainties as low as 1 - 3 %. But in large nuclear facilities, even lower uncertainties 
are necessary which can only be achieved by destructive measurements like mass spectrometry. 
These measurements are slower, costlier and require materials handling.  

Transition-edge sensor (TES) microcalorimeters are an emerging technology which utilize the high 
temperature sensitivity of superconductors near their transition temperature to make precise 
measurements of the energy of photons. The high temperature sensitivity provides energy resolution 
10 times better than that of HPGe detectors, reducing the impact of systematic effects such as peak 
overlaps, and which should allow microcalorimeters to achieve uncertainties of less than 1 %. TES 
microcalorimeters thus provide potential for reducing reliance on destructive analysis in nuclear 
facilities. However, as a new technology, analysis software supporting the excellent energy resolution 
of microcalorimeters is currently immature. 

This SURF project was dedicated to developing a user interface for an existing analysis code, SAPPY, 
and extending its capabilities. SAPPY was written in Python for Plutonium isotopic analysis on gamma-
ray spectra from both HPGe detectors and TES microcalorimeters. The user interface was inspired by 
existing HPGe analysis tools like FRAM, which will help this new platform be adopted and used at 
other facilities for isotopic analysis from TES microcalorimeters. 

Another part of this project is to use Monte Carlo simulations of TES microcalorimeter spectra to 
validate the performance of SAPPY’s curve-fitting code. Asymmetric peaks in TES microcalorimeter 
spectra can arise from photons absorbed by a TES microcalorimeter before it has cooled off enough 
from the previous absorption. SAPPY fits peaks symmetrically, which may result in errors in estimates 
of peak areas and therefore isotopic ratios if asymmetric peaks are present. 
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Ethan Sontarp
Princeton University Geosciences
Senior

Pursue a Ph.D. in Geochemistry

Material Measurement Laboratory, Applied Chemicals and Materials Division, Thermodynamics 
Research Center
Dr. Demian Riccardi

Molecular Dynamics Simulations of Aqueous NaF using Polarizable Force Fields

Alkali halide salts, such as NaF, serve as model systems for probing the solvation and association 
characteristics of ions in water. In solution, ions may exist in distinct association modes, such as unpaired 
free ions (FI), in singly or doubly solvent-separated ion pairs (SIP, DSIP), or as contact ion pairs (CIP). 
These association modes differ in their electrostatic interactions with water. Nuclear Magnetic Resonance 
(NMR) experiments conducted in the NIST Applied Chemicals and Materials Division have discerned a 
dependence of Na-23 and F-19 nuclei chemical shifts on temperature and solution concentration; 
extensive molecular dynamics (MD) simulations with fixed-charge force fields have been used to 
examine the molecular details of these experimental observations. Fixed-charge force fields are widely 
employed in the simulation of condensed-phase processes, however, the accuracy of MD simulations is 
dependent on the accuracy of the governing physical models and their parameterization. Ideally, ab initio 
MD may be applied to the study of aqueous systems, yet quantum mechanical methods remain 
computationally costly, restricting the duration and size of simulated systems. Polarizable force fields 
allow for improved accuracy of the physical models with reasonable computational efficiency on GPUs. 
We use the GPU-accelerated Tinker9 software to apply the AMOEBA09 polarizable force field to 
aqueous NaF, providing a means of comparison with previous fixed-charge force field simulations.  We 
develop a streamlined workflow that uses PackMol to initialize the unit cell geometry, then Tinker9 
programs for minimization, equilibration, and data production.  The workflow is implemented in a Gitlab 
repository and has been deployed on several NIST GPU clusters. Structural analysis is carried out using 
the python package MDAnalysis. We characterize the effect of temperature on local hydration and the 
relative presence of FI, SIP, DSIP, and CIP associations. We show that the carefully parameterized, 
fixed-charge force field of Fyta and Netz (2012) is in reasonable agreement with AMOEBA09 for NaF, 
an observation unlikely to hold for larger, more polarizable ions.
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Essa St George
Bethel University Mechanical Engineering

Senior

Most likely pursue a career in industry for a few years before considering grad school

Communications Technology Lab, RF Technology Division, High-speed Waveform Metrology Group

Bryan Bosworth

Laser Scanning Microscope for High-Speed Waveform Metrology

Wireless communication technology is increasingly moving toward the use of millimeter-waves with 
frequencies of 100 GHz and beyond. Optical sources such as ultrafast lasers conveniently offer several 
THz of available bandwidth for waveform generation and measurement in this range. Engineers are 
already developing new integrated circuits to meet these needs. However, even though the ability 
generate extremely precise and programmable high-frequency waveforms exist, the tools for 
measurement often lag far behind as electronic devices are limited to frequencies below 67 GHz. In order 
to optimize energy efficiency and stability of high-frequency circuits, it is necessary to characterize the 
nonlinear properties of these new devices. To do this, better measurement systems are needed. 

In this project, we combine techniques for electro-optic imaging of millimeter-wave propagation with 
laser scanning microscopy. Using programmable spectral filters and state-of-the-art photodetectors, we 
can generate voltage waveforms on-wafer well beyond the limitations of electronic digital-to-analog 
converters. With the help of electro-optic substrates, we can then optically measure these signals on-wafer 
with time resolution that is orders of magnitude beyond electronic capabilities. Using an array of 
sampling points along a waveguide allows for high-frequency spatio-temporal measurements. This 
on-wafer network analysis functions for frequencies up to 800 GHz. This summer, updates are being 
made to the microscope system to simplify mode switching and automate the scanning process.
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Name: Anh Katherine Le

Academic Institution: University of Maryland, College Park Major: Computer Science

Academic Standing (Sept. 2023): Junior

Future Plans (School/Career): UMD Combined BS/MS Program

NIST Laboratory, Division, and Group: PML - Time and Frequency Division

NIST Research Advisor: Judah Levine

Title of Talk: Clock Data Analysis Using Least Squares and Allan Variance Techniques

Abstract:

Clock data analysis plays a crucial role in many scientific disciplines, such as navigation systems, communication
networks, and scientific experiments. I’ll mainly discuss the application of two important techniques, namely
least squares and Allan variance, for analyzing clock data.

The least squares method estimates and models clock behaviors. By minimizing the sum of squared residuals, it
facilitates precise determination of clock parameters, including frequency offset, phase offset, and drift. This
technique enables accurate calibration of clocks by identifying systematic errors and facilitating corrective
measures. Its vital role in enhancing clock accuracy and stability is indispensable for maintaining precise
timekeeping and synchronization across diverse applications.

Conversely, the Allan variance technique focuses on evaluating clock stability and noise characteristics of clocks
over different time intervals. By quantifying fluctuations in clock frequency or phase, it reveals short-term and
long-term variations, including random noise, frequency drift, and aging effects. This analysis aids in assessing
clock performance, predicting timing accuracy, and optimizing clock designs. As a fundamental tool in time and
frequency metrology, it enables the characterization and comparison of clock stability, thus contributing to the
development of highly accurate timekeeping systems.

The integration of least squares and Allan variance techniques in clock data analysis provides valuable insights
into clock behavior, enabling precise synchronization, reliable timing, and enhanced system performance across
a range of applications.
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Adam Keim
Colorado College Physics, Chemistry

Senior

Graduate School

CTL, RF Technology Division, Superconducting Electronics Group (672.06)

Pete Hopkins

Cryogenic low-noise DC measurements of nanoscale Josephson junctions

Josephson Junctions (JJ’s) are superconducting devices with many applications in precision electrical 
metrology;  for example, over a quarter million JJs are used in the primary 10 VDC voltage standard.  JJ’s 
with a physical size on the order of 100 nm and critical currents less than 100 nA are used as the 
nonlinear elements in superconducting quantum bits (qubits) in prototype quantum computers.  
Characterization of the DC and microwave electrical properties of these JJs is crucial to understanding 
and simulating qubit operation and lifetime. DC measurements of very small currents and voltages are 
susceptible to a variety of types of intrinsic and extrinsic noise, with the ideal measurement limited by the 
noise of the JJ itself.  With the goal of accurately measuring the critical current and sub-gap resistance of 
junctions near this noise level, we designed and built a measurement circuit that uses instrumentation 
amplifiers on a printed circuit board to achieve low noise figures. We show DC measurements of 
junctions at cryogenic temperatures for micrometer-size JJs at 4 K and 100 nm size JJs at < 0.1 K. 
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Tuan Anh Nguyen
Stanford University Physics
Junior

Earn a PhD in Physics and work as an experimental physicist

Physical Measurement Laboratory, Time & Frequency Division, Precision Photonics Synthesis Group

Franklyn Quinlan

Characterizing extended InGaAs photodiode shot noise at 4 K

In the generation of microwave signals via photodiodes, timing stability is fundamentally limited by the 
phase noise originating from shot noise. Previous work involving picosecond pulse detection 
demonstrated that shot noise correlations can lower the phase noise floor by orders of magnitude below 
traditional estimates of the fundamental limit. In this project, we aim to confirm previous observations of 
a lowered phase noise floor at 4 K for an extended InGaAs photodiode. To reach the shot noise limit, we 
employ cross correlation and take advantage of cross spectrum collapse to average out reference oscillator 
noise and thermal noise, respectively. Our initial measurements of phase noise on a 5GHz carrier did not 
demonstrate the lowered noise floor we measured with other photodiodes, possibly indicating something 
occurring beyond our models. Moving forward, we will cross-correlate a 1GHz carrier to explore the 
possibility of a carrier frequency dependence of our measurements. A confirmation of a lowered phase 
noise floor persisting at 4 K impacts a broad range of applications that rely on cold, stable microwave 
generation, a promising one involving scalable, superconducting quantum computers.
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Matthew Rilloraza
University of Illinois at Urbana-Champaign Engineering Physics

Senior

Graduate School

Physical Measurement Laboratory, Time and Frequency Division, Precision Photonic Synthesis Group

Dr. Ryan Cole

Frequency Comb Calibrated Laser Heterodyne Radiometry for Precision GHG Measurement

The precision measurement of greenhouse gases remains a potent issue in the world of climate 
monitoring, flux estimations, and carbon budgeting. Next-generation GHG instrumentation would be 
required to have precision and accuracy on the order of ppb or better to match measurement 
recommendations given by climate agencies such as the World Meteorological Organization. Laser 
heterodyne radiometry (LHR) provides a relatively simple and inexpensive means to take total column 
measurements of trace atmospheric gases, and when coupled with laser frequency comb calibration, 
atmospheric absorption transitions can be measured to extremely high precision and accuracy.   

My work this summer involved various aspects of this precision spectroscopy process. Frequency comb 
calibration ensures absolute frequency certainty, but in order to validate the absolute accuracy of the LHR 
system for GHG mixing ratio measurements, I created an optical setup with a 30 m Herriott gas cell 
which will be used for laboratory spectroscopy of known species concentration. Additionally, for solar 
absorption spectra measurement in the field, I improved upon multiple components of the data analysis 
process. I analyzed the signal-to-noise ratio (SNR) of measured spectra and compared these 
measurements to theoretical predictions.  This comparison is of great importance for assessing overall 
instrument performance. In the computational realm, spectral line fitting becomes complicated by the fact 
that the atmosphere is not homogeneous but layered; thus, I explored computationally efficient methods 
for fitting the immense number of spectra recorded on a given day. 
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Abstract: 

Current pH sensor technology relies on the use of either expensive electronic pH meters, or cheap and 
inaccurate litmus paper strips. While the latter is quick and accessible to the general public, it relies on the 
use of color to determine the pH of the solution. This qualitative result prevents precise readings and poses 
challenges to users who may have color vision deficiency. The goal of this research is to develop a low-
cost and quantitative alternative to these tests. This investigation uses a magnetic hydrogel strip that can 
interface with the magnetometer chip in any common smartphone. This strip is a bilayer consisting of an 
inert hydrogel layer and a thin, pH sensitive active layer. The active layer swells with an increasing pH, 
resulting in the strip curling away from the magnetometer in the phone. This mechanical change in 
structure results in a lower measured magnetic field reading, which can then be used to determine the pH 
of the test solution based on a prior calibration. The molar ratio of the backbone monomers and the solvent 
concentration in the active layer were tuned to control the initial curvature of the hydrogel strip, allowing 
the sensor to be “tuned” for desired initial pH values. Additionally, the maximum magnetic field strength 
was controlled by changing the magnetic particle loading within the active layer. 
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Optimizing Electrochemical Reactions for Microwave Microfluidic Analysis

Electrochemical synthesis has long been a common industrial technique to produce value-added 
chemicals at a large scale due to the low cost, simple reaction setup, and high selectivity of the process. 
However, the composition, kinetics, and mechanisms of most organic electrosynthesis reactions are still 
largely unknown. In order to characterize these reactions thoroughly, we must study their dynamics over 
a wide range of timescales.  We will utilize microwave microfluidic spectroscopy to measure the 
broadband impedance of electrochemical reactions on a microfluidic chip and capture events with 
millisecond to picosecond timescales.  We will measure spectra from 40 kHz - 110 GHz of a model 
reaction (Shono oxidation of N-Boc pyrrolidine) and correlate spectral features to specific 
electrochemical mechanisms. The collected impedance spectra will offer information on various 
phenomena including electrical double layer formation, ionic conductivity, and dipolar relaxations, which 
are directly associated with reaction yield and molecular properties. In order to prime the Shono oxidation 
reaction for measurement, we will determine ideal starting materials, concentrations, and electrical 
conditions with a conventional electrolysis setup. Electrolysis will be performed under either 
potentiostatic or galvanostatic conditions, and product formation will be confirmed through nuclear 
magnetic resonance spectroscopy. Once the product yield of the reaction is optimal, we will obtain 
microwave microfluidic spectra at different stages throughout the reaction process in order to characterize 
the electrical properties and composition at these different stages. Ultimately, our goal is to transfer our 
reaction to the microfluidic chip so that we can perform in situ measurements of the electrochemical 
system as the reaction is happening. We expect that our measurement technique will expand the 
frequency range of impedance spectroscopy into the GHz regime and uncover new insights into the 
mechanisms of electrically driven synthetic processes.
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Comparing THC Recovery from Impaction and Electrostatic Filter Devices

As cannabis legalization increases across the United States, impaired driving due to cannabis use is a 
growing concern. Currently, there are no established legal limits in blood or breath regarding 
delta-9-tetrahydrocannabinol (THC), the main psychoactive molecule in cannabis. While a cannabis 
breathalyzer that can be used similarly to an alcohol breathalyzer at roadside would be preferred, such a 
device does not exist for a variety of reasons. Ethanol is copiously present in breath as a vapor, but THC 
does not behave the same as ethanol. THC has very low volatility and has been theorized to be carried in 
breath aerosol particles formed from lung surfactant. Breath aerosols can be recovered on filter devices 
and THC has been detected after recent cannabis use with three different breath aerosol collection 
devices. As these studies are limited to small population sizes, more fundamental research needs to be 
done with these devices. An area of necessary research is establishing a percent recovery for these breath 
collection devices. This project establishes a THC recovery protocol for impaction filter devices for 
quantitative analysis first with an impaction filter device called Breath Explor. Filter devices were spiked 
with THC after being prepared with breath matrix. Ethylene glycol was utilized as a keeper in the elution 
solvent, which was vacuum concentrated and reconstituted. The breath samples were analyzed by liquid 
chromatography with tandem mass spectrometry (LC-MS/MS). Two initial studies show that the average 
THC percent recoveries from the Breath Explor devices were 14.8% and 21.1% on average. A similar 
elution protocol will be applied to the SensAbues device, which uses an electrostatic filter, so that THC 
recovery between devices can be compared.
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Radio frequency induced heating of passive implants during low field MRI

            Low-field MRI has recently sparked a lot of interest due to its accessibility and safety benefits, 
and there are new, FDA-approved systems available at field strengths between 64 mT and 0.55 T. 
Because of this, it would be useful to expand existing safety procedures to include low-field MRI. 
            One safety concern during MRI scans is radiofrequency-induced heating of passive implants. 
Passive implants are medical devices that do not require an external power source, for example stents, 
catheters, electric leads, and certain prostheses. During MRI, radiofrequency fields induce electrical eddy 
currents in these implants. This can cause localized heating on or near the implant, which poses a risk to 
the patient.
            ASTM International (an international standards organization) has published a standard test 
method for measuring the heating of passive implants during MRI [1]. The method uses a gelled-saline 
that mimics the dielectric properties of human tissue. However, these properties change depending on 
frequency, and scanners with different magnetic field strengths operate at different frequencies. The 
mixture defined by ASTM International is valid at typical clinical magnetic fields (1.5 T and 3 T), but not 
at low fields.  
            This project involves developing several gelled-saline mixtures that mimic dielectric properties of 
human tissue at the frequencies used by low-field MRI. These mixtures will contain distilled 
water,sodium chloride, and polyacrylic acid (for gelling). We plan to embed an implant in the 
gelled-salines and measure the change in temperature on or near the implant using fiberoptic 
thermometers according to the ASTM International standard test method. These tissue mimic recipes can 
then be used by implant and scanner manufacturers to determine whether it is safe for someone with a 
passive implant to receive a low-field MRI scan.
[1] https://www.astm.org/f2182-19e02.html
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MRI of Tumor Mimics with Quantitative and Radiomic Analysis

Quantitative MRI and radiomic analysis are valuable tools in medicine for the diagnosis and treatment of 
tumors in patients, particularly due to their ability to provide detailed information on tumor size, shape, 
and structure, as well as their underlying tissue structure and heterogeneity. The development of a tumor 
mimic, which is tailored to match human tissue and 3D printed based on quantitative MRI data from a 
real patient's tumor, would be of significant use to doctors as a medical standard. In this project, a 3D 
printing process, based on the FRESH printing process, was applied on a HyRel ESR printer to build 
these tumor mimics, using alginate gel as a support bath and various polymerizing chemicals as bio-inks 
and curing agents. The chemicals both crosslink with the alginate to create a solid 3D structure with 
defined shape and dimensions within the gel as well as alter the T1 and T2 values in the resulting section 
of the polymer. The 3D printed mimics were then placed in an MRI scanner and the resulting T1, T2, and 
diffusion maps were analyzed in different regions of interest to determine if the contrast agreed with the 
original image. A Python bioprinting program enabled rapid iteration of the process by downloading a 
DICOM image and converting the brightness values from the resulting array directly into movement and 
extrusion commands in Gcode for the printer to execute, allowing back-and-forth rastering in 1 mm 
voxels with a greater degree of accuracy. Various challenges related to the relative viscosities of the gel 
and bio-inks were addressed by adjusting the extrusion parameters of the printer and the temperature of 
the print bed. MRI data leading to the final choice of materials used to bioprint various specific 
parameters is discussed, obtained by syringing and imaging different combinations of chemicals along 
the way. Quantitative values measured at different stages in the material development process are also 
presented. Further extensions of this project include the use of other printing techniques, such as 
photopolymer printing, to achieve the desired MRI values in different layers of the tumor structure.
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Robotic Calibration for Scales Used to Measure Radiation Pressure

Radiation pressure power meters measure the optical power of a laser by measuring the force that a laser 
beam imparts when reflecting off a mirror. This force is typically measured by a sensitive balance that 
requires calibration from 100 μg to 100 mg. However, the masses used for this calibration are small and 
delicate, and a robotic system is required for placement of the masses. This project develops a three-axis 
robotic mass calibration system to place and remove masses from the balance and collect data from 
repeated measurements of multiple masses. This requires designing and 3D printing a mass "garage" to 
hold several masses and writing a LabView program that directs the robot to transfer each mass to the 
balance, use it to collect calibration data, and return it to the garage. The robotic calibration system helps 
to reduce noise in the calibration data by removing the human interaction. It also allows mass calibrations 
to be performed overnight when the environmental vibrations are less, and it makes it more convenient to 
collect a large number of measurements, which helps in statistical noise reduction. In this presentation I 
will discuss the field of radiation-pressure-based laser power measurements, the components of the 
robotic system, and the process of programing its movement.
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Measuring Metal-Melting Lasers at their Focus 

High-power lasers allow industries to cut steel, weld cars and smartphones, and 3D print metal parts. 
These technologies rely on delivering focused laser light with intensities on the order of 1 MW/cm^2 and 
diameters of 100 micrometers. Accurate and precise measurements of the beam intensity play a key role 
in the efficacy of these technologies. Commercial devices exist to measure the beam profile and 
propagation under these conditions, however, industry engineers report significant discrepancies in their 
results. Currently, there is no NIST-traceability for high-irradiance beam profiles, let alone more 
advanced characterization metrics like the so-called M^2 measurement. To address this problem, we are 
developing a system to quantify the variability of commercial beam profile devices under conditions 
relevant to laser metal manufacturing. Then, this system will be used to provide traceability and absolute 
uncertainty of commercial systems in order to make these measurements more reliable and useful to 
industry. Our findings show that beam profile measurements have a high sensitivity to noise that greatly 
affects the beam diameters determined by an algorithm. We are currently working on improving the 
background sensitivity and quantifying any variables that affect our measurements.  
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Pareto Tracing Ridge Profiles for Wind Turbine Design

Pareto tracing defines the solution to bi-criteria optimization given as a path through parameter space
which describes the optimal trade-off between two objectives. Directly computing the Pareto trace is
often impossible over high dimensional parameter spaces since many applications---specifically wind
turbine shape optimization---result in objective functions which do not vary over all parameter
combinations. To address this impasse in wind turbine design, we explore the use of ridge approximations
as surrogate functions to restrict the optimization over a data-driven subspace of reduced dimension to
parametrize the trace. Additionally, we explore the concept of interpolating objective-dependent
subspaces to define a variable subspace over the approximated trace. We apply this technique to
approximate Pareto fronts describing optimal trade-offs between lift and drag forces induced over
changing airfoil shapes used in wind turbine blade design.
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Integrating Network Simulations for Enhanced Vehicle Performance Analysis

Automated vehicles are becoming more prominent, and a potential feature of these cars is the ability to 
communicate with surrounding vehicles and infrastructure for better control. This communication must 
consider the physical constraints of the system, such as the weight of the car, or its grip on the road, 
which affect control decisions such as the amount of distance the car needs to safely brake. The 
timeliness of the information communicated is crucial as it allows vehicles adequate time to respond 
physically. Currently network simulators, such as ns-3 are used to provide insights into information 
arrival time and its impact, However, most approaches to date have focused mainly on network 
performance without realistic physics models that consider the vehicles dynamics. One approach to 
address this disparity, is to have ns-3 be able to communicate externally and co-simulate with an external 
physics simulator to provide insight on real time constrains. A challenge present with co-simulation is 
delays that can be introduced from transferring data between two simulations, which in a network 
simulation (ns-3) that focuses on timing, would not be ideal.  Therefore, a gateway module is developed 
for the purpose of data transfer between ns-3 and external simulators, with a focus on maintaining low 
latency induced by its implementation. The primary objective of this research is to develop a simulation 
environment that accurately measures the impact of communication on automated vehicle performance. 
The approach is demonstrated through a braking scenario that involves three cars in a single lane. The 
gateway module, which acts as a bridge between ns-3 and a dynamic vehicle simulator, is implemented 
inside of ns-3 as a new module in C++. The lead car is scripted to stop at some point in the simulation, 
and it informs the other vehicles through vehicle-to-vehicle communication. By having the gateway 
module enable efficient data transfer between ns-3 and CARLA, the currently used dynamic vehicle 
simulator, the performance impact on vehicles can be measured based on realistic communication 
scenarios.

33



SURF Student Colloquium 
NIST – Gaithersburg, MD 

August 1-3, 2023
Name:  

Academic Institution:  Major:  
Academic Standing 
(Sept. 2023):

Future Plans 
(School/Career): 

NIST Laboratory, 
Division, and Group: 

NIST Research 
Advisor: 

Title of Talk: 

Abstract: 

Benjamin Winig
University of Maryland Aerospace Engineering

Junior

Software Engineer

CTL, Smart Connected Systems Division, Industrial Artificial Intelligence Management

Dr. Michael Sharp

Simulating Manufacturing Environments with SimPROCESD

During production planning, manufacturers may consider different configurations of factory floor 
machinery and maintenance policies, especially policies enabled by the increasing availability of 
AI-based condition monitoring systems. Different machine configurations and maintenance policies have 
a profound impact on production performance. Insights on production-level impacts can be valuable 
during production planning. SimPROCESD (Simulated-Production Resource for Operations & 
Conditions Evaluations to Support Decision-Making) is an open-source simulation tool developed by 
NIST researchers that, with just a few lines of code, can quickly model and simulate the operations of a 
complex production system. This tool yields data that enables companies to quickly evaluate the 
effectiveness of maintenance policies and machine configurations regarding productivity, production 
quality, and reliability.  

This talk will open with a summary of SimPROCESD and examples of how it applies to modeling 
manufacturing environments. The talk will then discuss event graphs we created to visualize and 
communicate the discrete-event simulation behaviors of SimPROCESD object models. This discussion 
will also showcase the extensibility of SimPROCESD to model object user-specific features. We then 
demonstrate the versatility of SimPROCESD by modeling a collaborative robotics example and analyzing 
its productivity and reliability.
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Beyond words: Examining implicit social expectations in job descriptions for Computer and 
Information Science positions

Considering implicit biases in job descriptions for computer and information science positions is crucial if 
we hope to encourage diversity, ensure ethical hiring practices, and tackle bias in hiring process. Through 
the identification and challenging of implicit expectations in job postings, we can eliminate barriers to 
recruitment that disproportionately affect certain groups, and promote a more level playing field where 
everyone has equal opportunities. This will harness diverse experiences and perspectives that can drive 
innovation and creativity and ultimately lead to a better understanding of diverse user needs. Overall, 
assessing job descriptions for implicit biases is a key building block in creating more diverse, innovative, 
and ethical environments for the federal workforce. 

The goal of this project is to investigate occupational segregation resulting from conscious and 
unconscious biases in the expectations of hiring managers. The first step in this research project is to 
investigate and curate a data set of historical job advertisements using the USAJOBS application 
programming interface (API) to compile roles and desired qualification descriptions. The text data and  
text mining methods are used to look for indicators of employer or recruiter bias in Computer Science 
occupational series. The project documentation provides the rationale behind the approach in the 
engineering decisions throughout the code development and curating of the data set. This makes the 
process more transparent and reproducible. This approach can also be scaled up to investigate API data in 
industries or institutions where occupational composition or demographic concentration distributions are 
incongruent with equitable access to occupational opportunity or economic security. 
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Degradation Mechanism and Failure Mode of Polymeric Backsheets used in Photovoltaics 

Photovoltaic (PV) module polymeric backsheets provide electrical insulation and protection from 
environmental stressors, thus the performance of the backsheet directly impacts the operational lifetime 
of the PV module. The long-term reliability of PV modules is imperative as goals towards increased solar 
energy use are made. Backsheet defects are one of the most common causes of PV module failure, so 
understanding the degradation mechanism and failure modes of these components is critical to extending 
the lifetime and improving the efficiency of PV modules. The most common degradation factors are solar 
radiation, temperature, and moisture. When exposed to a combination of these factors, the backsheets can 
delaminate, discolor and crack, resulting in reduced power output or failure of the module altogether. 
New polymeric materials are being formulated in response to continued pressure to increase backsheet 
reliability and lower costs.

In this study, the durability of three different emerging polymeric PV backsheets was investigated. The 
polymeric backsheet films weathered in accelerated laboratory conditions were analyzed to study the 
aging behavior of the films. The samples were exposed to UV radiation under elevated temperatures and 
humidity using the NIST accelerated weathering device, i.e., the NIST Stimulated Photodegradation via 
High Energy Radiant Emission (SPHERE) device. Every 10 days the samples were analyzed for 
chemical, mechanical and optical changes. Characterization techniques included Fourier-transform 
infrared spectroscopy (ATR-FTIR), UV-Visible spectroscopy, and glossimetry and colorimetry. 
ATR-FTIR and UV-Visible spectroscopy measured chemical changes in the samples and glossimetry and 
colorimetry measured any optical changes such as discoloration. The data collected was used to better 
understand the degradation and failure modes of polymeric backsheets and provide insight into material 
selection and product development.
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Risk and Uncertainty in Community Resilience Planning

Community resilience is the ability of a community to prepare, protect, and recover in response to 
adverse situations such as disasters. When planning for community resilience, evaluating risk is an 
important factor when it comes to evaluate the allocation of community resources. However, it can be 
difficult to define risk because its meaning can vary across different disciplines. Whether it is economics, 
engineering, psychology, or some other field of study, each one tends to adopt its own unique 
terminology and framework to define and assess risk and risk preferences. Therefore, we must develop an 
interdisciplinary definition of risk in order to foster collaboration in research among various fields. First, 
we identified over 2,000 articles in the community resilience planning space using a keyword search. 
Those papers were then analyzed using a bibliometric analysis, which resulted in three distinct risk-based 
domains containing 141 papers. After aggregating the articles in the three main categories for mentions of 
risk, we utilized a text analysis tool and examine the displayed the bigrams and trigrams of the words that 
occurred most frequently within the text. The results showed that risk was being commonly used in 
different contexts across each of the three categories; one mentioned mostly risk perception, the other 
mentioned mainly risk assessment, and the third mentioned primarily risk communication. Based on the 

findings, the evident use of the word risk in various contexts shows the word s multifaceted nature 
within community resilience planning and creates a foundation to establish a comprehensive and 
interdisciplinary definition of risk. 
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Determining a Built Infrastructure Vulnerability Index

AAbbssttrraacctt::

Vulnerability is the relative measurement of the susceptibility of a community to be harmed by a shock or 
stress. Recent studies tend to focus on social factors when calculating vulnerability. However, models 
calculating vulnerability using social factors overlook the vulnerability of the built environment where 
the population operates. 

The Built Infrastructure Vulnerability Index (BIVI) was created using factors associated with the built 
environment at the county level. These factors included variables such as number of business 
establishments, structure age, railroad track mileage, and broadband access. Using open-source data, 
many different variables relating to the built environment were collected. A principal component analysis 
with a varimax rotation was used to determine which variables were the most significant factors to create 
the BIVI score. Comparing heat maps of the BIVI, the Social Vulnerability Index (SoVI), and 
Community Resilience Estimates (CRE), will illustrate the relationship between social vulnerability and 
the built environment, as well as the contributing drivers. For example, a community may seem socially 
vulnerable, but a strong built environment may counteract a weak social environment, leading to less 
stress from hazards. An area’s relative vulnerability is also dependent on the likelihood of a shock or 
stress affecting the area. Therefore, a scaled Hazard Score was created to illustrate areas that are both 
vulnerable and tend to experience a hazard occurrence. 

Because of the wide range of variables the BIVI considers, the BIVI can help identify at-risk areas within 
the United States. Using social and built indices and examining the historical propensity for hazards is 
beneficial to recognizing factors contributing to an area’s vulnerability. By identifying these factors, 
resources can be allotted to limit the risk corresponding to these factors.
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Engineering Laboratory - HQ

Kirk Dohne

Improving Technical Communications for the Engineering Laboratory

Researchers in the NIST Engineering Laboratory (EL) do amazing work within their fields and 
communicate well with other researchers in their field through channels such as technical publications 
and conferences. However, they are not as adept at communicating their scientific findings with 
stakeholders and broader audiences in other scientific fields (including across NIST), the general public, 
and those in educational settings. To address this, I have created an Engineering Laboratory 
Communications Plan to help researchers understand the best communications channels to connect with 
different audiences and to illustrate best practices for using a selection of these communications channels. 
Having this guidance enables researchers to increase the impact of their work.  
 
I focused on two areas within the EL Communications Plan for additional depth. The first, social media, 
is an area of weakness that can help individual researchers create a positive reputation and build an 
audience, while increasing the impact of their NIST research. Within the Plan, the social media section 
contains guidance on effective use and etiquette. Social media is an important path for EL to tell people 
what we *have done*. The second area of focus was the EL webpages for facilities. These pages provide 
insight into the Lab’s scientific research capabilities and resources, information that illustrates what EL 
*can do*. I revised the template EL uses for these pages and updated/revised several of the facilities 
pages to make the information more easily understandable to multiple different audiences, including those 
not well-versed in scientific knowledge. 
 
NIST EL communications is the last critical step to maximizing the impact of the amazing research done. 
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Dr. Nicos Martys

Using Comsol to Simulate Viscoelastic Fluid Motion Between Two Plates

Understanding the rheological properties of cement paste is crucial in advancing and improving the 
process of cement 3D printing. As cement paste is a viscoelastic fluid, equations used in other 
viscoelastic experiments can be applied and adapted here. Comsol, a material simulation program, is used 
as a representation of the fluids being used, and the fluid properties and constituent equations can be 
edited to fit the needs of the experiment. This simulation focuses on the movement and behavior of a 
viscoelastic fluid between two parallel plates, with the top plate oscillating back and forth to create a 
shear force. In mathematical predictions and experimental trials of this behavior, a specific shape was 
found to be representative of the fluid on a stress-strain graph as well as a stress-shear rate graph. The 
purpose of the simulation is to be another comparison to the experimental model, and to be an easy way 
to predict the behavior of future trials for fluids with differing properties. Additionally, a model for the 
overall cement 3D printing process is being developed, including the flow through a pipe, deposition, and 
deformation over time, though this is less of a focus currently. 
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Cody Strack

Microscopy and Water-to-Cement Ratio of Concrete

The water-to-cement (w/cm) ratio is one of the most crucial properties of concrete, as it is connected to 
the strength of the concrete. A typical w/cm for a concrete mixture range is between 0.4 - 0.6, with the 
lower ratio typically indicating a higher strength of concrete, while the opposite is true for a higher ratio. 
Scanning electron microscopy was used to collect images of the sample using backscattered electrons, 
which caused contrast within the images. This contrast is then used, as elements lower on the periodic 
table will absorb more backscattered electrons and appear darker than elements of higher atomic numbers. 
This was used in conjunction with energy dispersive spectroscopy, which determined the chemical 
properties of the sample and aided in phase identification. Image analysis was conducted on the dataset 
using ImageJ, an open-source photo editing software,  that enabled separation of the aggregate and 
cement phases in order to calculate the approximate w/cm of the different sections of the sample. By 
gathering enough images and collecting w/cm values, a general w/cm for the entire sample was 
calculated, giving insight into the concrete’s strength.
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Dr. Aron Newman

Early Strength Development of Quick Setting Cement Mixtures

Additive manufacturing of concrete, 3D printing using concrete extrusion, for residential homes is now 
available commercially and promises a reduced total resource costs as well as its ability to create 
structures otherwise impossible with conventional concrete placement that includes form work and 
pouring of concrete. The development of this technology has necessarily lead to the development of 
cement binders capable of setting in a much shorter timeframe so as to make the printing process possible 
in the first place. However, it remains unknown how exactly this change in binder composition impacts 
the mechanical properties of the resultant materials. As such, this study aims to address this gap in 
knowledge by synthesizing a popular quick-setting mortar blend and then determining its mechanical 
properties via micro-indentation which are cross-validated with bulk mechanical testing. The specific 
composition will be compared with a more typical mortar blend composed from ordinary Portland 
cement. A particular emphasis will be placed on measuring the early strength development of the tested 
blends, namely the strength of the mortars within a period of 1 day of setting. Little work has been done 
in this area in previous work as the knowledge of early strength development is simply unnecessary in 
conventional cast work. However, this knowledge is crucial to the further development of concrete 
additive manufacturing as it determines whether or not printed structures will collapse under their own 
weight with the addition of more printed layers.
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Rachel Cook, PhD

Exploring the Effect of Polyethylene Terephthalate Replacements in Portland Cement Mixtures

               Ordinary Portland cement (OPC) production is the source of 9–10% of anthropogenic carbon 
dioxide (CO ) emissions. Thus, infrastructure material scientists have long pursued solutions to minimize 
OPC content in commercial building material mixtures in pursuit of eco-friendly material solutions. 
Plastics pose similar challenges. Globally, polyethylene terephthalate (PET) is one of the most utilized 
plastics for single-use applications. In 2015, the EPA reported that only 9.1% of the US’s plastic waste 
gets recycled, and the rest is burned (15.5%) or, more commonly, landfilled (75.4%). Each landfilled 
piece of plastic degrades only after hundreds of years. Effective utilization of post-consumer waste plastic 
as a replacement material in OPC-based mixtures for construction applications could be an eco-friendly 
solution to both anthropogenic challenges. Physical techniques used include isothermal calorimetry and 
x-ray diffraction (XRD). The results show that alkaline solutions, such as pore solutions and OPC, 
promoted hydrolysis of the PET. Additionally, larger mass replacements of PET gave higher cumulatively 
released heat values compared to the 0% PET controls. At 72 hours, the heat released values are 
indicative of the progress of the overall reaction. When comparing the cumulative heat released per gram 
of OPC of the high replacement system to the control system on average, there is a 120% increase, that is, 
544 J/g vs. 248 J/g. 
 
               This project seeks to explore the feasibility of using less cement while also encapsulating PET in 
cementitious mixtures. If successful, [OPC and post-consumer plastic] blends could be a feasible solution 
to limit the anthropogenic CO  footprint associated with OPC production and lessen the ever-growing 
plastic tide.
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Deborah Jacobs

Validation of the Reciprocity Law in the NIST 6-Port SPHERE Using Polyethylene Terephthalate

Laboratory accelerated weathering devices have been used to provide a means of predicting the service 
life of materials much faster than outdoor testing. Materials experience chemical and physical changes 
due to high intensity ultraviolet (UV) light in accelerated weathering settings compared to outdoor natural 
exposure. Temperature and humidity can also be controlled and repeated in these devices as opposed to 
natural weathering. 

NIST Simulated Photodegradation via High-Energy Radiant Exposure (SPHERE) ensures even 
distribution of light using integrating sphere technology and controls temperature and relative humidity 
for 32 independently controlled sample chambers for accurate and reproducible results. It has been shown 
that the 2m SPHERE is able to degrade samples following the same mechanism naturally occurring with 
exposure to the outdoors. The original SPHERE has a 2-meter integrating sphere, with current 
development of a smaller, more intense 0.5-meter model, known as the 6-port SPHERE. 

In this study, samples of polyethylene terephthalate (PET) were exposed to the 6-port SPHERE at 
different intensities using neutral density filters. These samples were intermittently tested for chemical 
changes using Fourier transform infrared spectroscopy (FTIR) and ultraviolet-visible spectroscopy 
(UV-Vis), measuring in the infrared and ultraviolet/visible regions, respectively. The results were 
compiled to show changes in the yellowing index and chemical properties of the exposed PET at specific 
wavelengths. These results were compared to previously collected results to establish the validity of the 
6-port SPHERE. The higher intensity of the 6-port SPHERE will require future work encompassing the
effect of low wavelength light with the use of cut-off filters at 295 nm, 305 nm, and 320 nm.
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Dr. Emina Herovic

A Review of Public Radio Usage for Risk, Crisis, and Disaster Communication

Amateur 'Ham' Radio is one of the most reliable and accessible forms of sharing information for disaster 
communication (Ben-Enukora, Oyero,  Okorie, 2014). While other communication mediums, such as 
internet or SMS, become unavailable during destructive events, radio's infrastructure allows it to be easier 
to access during disasters (Hugelius, Gifford, Ortenwall, 2016). Currently, minimal guidance exists for 
how to best use this medium for effective and life-saving communication during risk, crisis, and disaster. 
A systematic literature review on public radio for risk, crisis, and disaster communication was conducted 
to understand the state of knowledge on this topic and outline areas for future research exploration for 
both receivers and communicators of radio communication. Literature was gathered through an 
exhaustive search of online research databases and government websites and carefully reviewed for 
relevance, yielding 23 articles. Findings from prior studies suggest a gap in public knowledge and usage 
of Amateur Ham Radio for disaster preparedness and a potential lack of public awareness of how to 
receive important emergency information. Findings from extant literature also suggest that minimal 
guidance exists for communication best practices or standards via radio. Existing guidance suggests 
providing accurate, timely, well distributed, and easily accessible information, however further breadth 
and depth of guidance across various scenarios and applications may help to improve communication via 
this forgotten, but important medium. The common stance that almost all literature on radio 
communication holds is that radio is an extremely important tool of communication during emergencies 
and is a resource worth further researching, especially around the social and public aspect of radio as 
there is potential to create an effective and prepared response to disasters.
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Dr. Dustin Cook

Development and Utilization of a Database on Nonstructural Component Damage

Nonstructural components are important to keep in mind when trying to recover buildings after seismic 
events, as their high cost and susceptibility to damage lead to them having a much larger impact on the 
functionality of the building than initially expected. However, nonstructural components are one of the 
most overlooked parts of performance-based earthquake engineering. While the performances of some 
nonstructural components have been studied previously through experiments and post-event analysis, the 
availability of such data for use in simulations is sparce. In this presentation, I will discuss an ongoing 
effort to collate studies of experimental, analytical, and historical data on damage to nonstructural 
components via seismic events into one database to improve accessibility and data reuse for practitioners 
and researchers. This database can consequently be used for a variety of purposes, ranging from building 
designs to cross-referencing sources for research, thus allowing for an improved state-of-practice for 
nonstructural seismic performnce modeling and expediting the evolution of safer and more reusable 
nostructural components in buildings.

52



SURF Student Colloquium 
NIST  Gaithersburg, MD 

August - , 20

Name:  
Academic Institution:  Major:  
Academic Standing 
(Sept. ):
Future Plans 
(School/Career): 
NIST Laboratory, 
Division, and Group: 
NIST Research 
Advisor: 
Title of Talk: 

Abstract: 

Varadraj Chavan
Georgia Institute of Technology Biomedical Engineering

Sophomore

Graduate School

Engineering Laboratory, Materials and Structural Systems Division, Polymeric Materials Group

Lipiin Sung

Breaking Down Plastics: Unveiling the Degradation Process

The pervasive presence of nanoplastics in the environment poses a growing concern for ecosystem health 
and human welfare. In this research project, we focus on addressing this issue by investigating the 
weathering of plastic using the NIST SPHERE (Simulated Photodegeneration via High-Energy Radiant 
Exposure) weathering device. Our primary objective is to systematically generate model nanoplastic 
molecules from water bottles, which can be utilized for improved identification and characterization in 
subsequent testing. To achieve this goal, we employ a comprehensive approach involving both top-down 
and bottom-up methodologies. Cryo-milling is utilized in both methods to reduce plastic samples to the 
nanoscale we are looking for. Additionally, the SPHERE device is utilized to simulate the effects of 
photodegradation, subjecting the plastic samples to approximately 24 days of UV exposure. This duration 
is chosen to approximate the equivalent of a year of natural sunlight exposure in a typical year in Florida. 

Throughout the exposure period, the plastic samples are periodically retrieved for various analyses. 
Fourier-transform infrared spectroscopy is conducted to study chemical changes, while differential 
scanning calorimetry is employed to measure physical changes. Color and gloss testing are performed to 
assess alterations in color appearance. By employing these techniques, we aim to systematically 
investigate the behavior of plastic under simulated weathering conditions, providing insights into the 
chemical, physical, and visual changes that occur. Through this research, we seek to enhance our 
understanding of the behavior and fate of nanoplastics in the environment. The findings from this study 
will contribute to the development of effective strategies for the identification, monitoring, and mitigation 
of nanoplastics, ultimately safeguarding environmental ecosystems and human health.
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Natascha Milesi Ferretti

In-Situ Calibration of Differential Pressure Transducers

Reducing pressure loss in pipes leads to more efficient energy use. The NIST Pressure - Flow Rate (PvQ) 
laboratory is designed to test pipe fittings, which can cause significant pressure loss by creating 
separating and secondary flows. The PvQ lab uses differential pressure transducers to compare the 
pressure before a pipe fitting to pressures at increasing distances after the fitting. In order to conduct 
accurate research, transducers used to measure the pressure must be reliably calibrated. The objective of 
this SURF project was to prepare for future testing of the pressure loss associated with a variety of pipe 
fittings by designing and installing a calibration system. The calibration system was configured to be 
permanently integrated into the existing pressure loss test rig in the lab so that the transducers may be 
calibrated whenever needed. The approach involved placing a tall water column that would generate up to 
10 psi of pressure, and connecting it to both the differential pressure transducers from the rig and a 
factory calibrated pressure transducer. This permits a comparison of the voltage signals that the 
differential pressure transducers emit to the values of pressure that the factory calibrated transducer 
returns, due to them receiving the same pressure from the water column. A LabVIEW program was 
written to automate the system with solenoid valves and simultaneously collect data from all transducers. 
Then it uses a linear regression analysis to establish the calibration curve for converting voltage returned 
by the differential pressure transducers to a pressure value.
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Efficient and Compliance Check of HVAC information for Two NIST Facilities

With semantic models, advanced analytics techniques, such as data mining, machine learning, and 
artificial intelligence, can be applied more effectively. In this project, we are focusing on developing and 
upgrading two semantic models of labs with the engineering lab at NIST to be compliant with the new 
emerging standard ASHRAE 223P. The two semantic models looked at were the models for Heat Pump 
Laboratory (HPL) and Intelligent Buildings Agents Laboratory. Up-to-date models can give users insight 
as to the equipment topology and sensor placements along the pipes, ducts, and spaces in a building. We 
used the Resources Description Framework (RDF) to develop these models and use SPARQL as a query 
language  to provide insight and answer questions essential to different building applications such as 
Fault Detection and Diagnostics, commissioning, and smart grid.
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Predicting Wildfire Spread using Computational Fluid Dynamics

For some time the Coast Guard has been able to predict where an individual who needs rescuing may 
have drifted off into the ocean using a mix of finite element analysis and computational fluid dynamics. 
Can we offer the same techniques to firefighters battling forest fires? Using Geographic Information 
System (GIS) mapping and databases created by the U.S. Geological Survey, Weather Service, Forest 
Service and others, it is possible to gather terrain and weather data to predict the propagation of a wildfire 
from its point of origin with a fire model like the NIST Fire Dynamics Simulator. A case in point is the 
Chimney Tops 2 fire that occurred in the vicinity of Gatlinburg, TN, in 2016. Burning in total 4,600 
hectares (11,410 acres) of the Great Smoky Mountains National Park, it presents an excellent opportunity 
to evaluate the predictive capability of the fire model in complex terrain. The terrain presents a unique 
challenge as it works in conjunction with the fire to create very high wind speeds reported to be upwards 
of 22 m/s (50 mi/h) which has a major impact on how the fire spreads.
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Online Documentation for NIST Fire Dynamics Simulator (FDS)

The Fire Dynamics Simulator (FDS) is a computational fluid dynamics simulation software built at NIST. 
It is specifically designed to evaluate building fire protection systems and the evolution of fire spread. 
The documentation for Fire Dynamics Simulator (FDS) is primarily available in PDF format. There are 
issues concerning the PDF format such as large file sizes, improved accessibility for users, and visual 
appeal. With the FDS validation guide reaching over a thousand pages a proposed solution is necessary to 
improve its usability. In order to solve these issues conversion of the PDF documents into online 
documentation was explored. Many modern software packages utilize online documentation as it offers 
several advantages over traditional formats like PDFs. An example of such software is Sundials, an 
open-source software library that provides a suite of solvers for solving systems of ordinary differential 
equations (ODEs) and differential algebraic equations (DAEs). A key feature included in Sundials online 
documentation is the cross-platform capability which allows the documents to adapt and respond to 
different screen sizes and resolutions. To overcome the issues regarding the PDF documentation we 
utilized Sphinx, an open-source documentation generation tool widely used by software developers. The 
popularity of Sphinx within the Python programming community and other software projects attests to its 
effectiveness. By using markup languages such as reStructuredText and markdown Sphinx can generate 
HTML, CSS, and JavaScript code for functional websites. Additionally, the project evaluates the 
feasibility of transferring LaTeX math documentation to the new online format. Since the original 
documentation was written using LaTeX, preserving the mathematical expressions and formulas is 
crucial for maintaining the integrity of the content. However, certain challenges were encountered when 
utilizing Sphinx. Difficulties arose specifically with regard to implementing LaTeX math, 
cross-referencing, and equation indexing within the documentation. In order to facilitate collaboration 
and version control, a dedicated GitHub repository was created for the online documentation. 
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Fire Research Problem: Construction of Flame Spread Apparatus

    An important piece of information for a first responder to know is how big a fire is and how much it 
will spread. It is hard to scientifically quantify the size of a fire because of varying fire intensity and 
constant movement of the flames themselves. As a result, these properties are generally equated to how 
much heat an object will release through burning, also known as that object’s heat of combustion. My 
main project over the summer is to measure the heat of combustion along with other thermo-physical 
properties of various materials. The materials I am studying are primarily plastics and foams which are 
commonly used in construction and manufacturing.  
    We use a microscale combustion calorimeter (MCC) to measure the thermal-physical properties of a 
tiny sample which weighs only 5mg by heating it in a controlled environment. After determining the 
sample’s properties, we can simulate how fire will behave as the material burns and compare these 
simulations to full scale fire tests to create a quantitative model of fire growth that will be used to 
establish a publicly accessible material flammability database.  
    I am also spending my summer assisting in the construction of a lab apparatus which will be used for 
fire spread tests. These tests will be done with panel samples on the scale of a few square feet and less 
than an inch thick. One edge of the panel will be ignited and a mass balance along with various heat flux 
gauges are used to observe the fire and material behaviors as the fire spreads across the sample.  
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Interpolation of Flammability Behaviors through Different Materials

Material Flammability behavior is a field of science that hasn't been studied for much long; only since the 
fifties have scienctusts researched ignition patterns burning rates throughout different materials. Despite 
this, learning how these bahaviors work is vital to understand and adapt on current technologies, whether 
it's testing the igniton growth of a small scale fire to a large one on a family home, or measing the effects 
of differnents materials that could prevent serious physical and enviornmental damage. 

I am focusing on the development and application of the capabilities (experimental & computational 
analysis tools) to enable quantitative prediction of material flammability behavior (e.g., ignition, steady 
burning, fire growth). These tests will be run via a wide scale of plastics to common peats samples found 
in forests prone to burning. I will be measing the energy the material releases when burnt, as well as how 
much is left after the experiment is finished. 
In addition I am building, calibrating, and running tests in some of the bench scale apparatus needed to 
maintain these capabilities, with a special emphasis on mg- and g-scale thermal decomposition 
experiments. 
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Digital Twin of Desktop Computerized Numerical Control Machine

The digital twin technology has opened many doors by providing a virtual counterpart of physical 
machines. This virtual counterpart, i.e., digital twin, can collect and analyze real time data of a physical 
machine. The use of digital twins provides manufactures various capabilities such as predictive 
maintenance, enhanced monitoring, and quality control.

In this project a digital twin of a desktop computerized numerical control (CNC) machine tool, Pocket 
NC v2-10, is developed, based on ISO 23247, Digital Twin Framework for Manufacturing. Another 
standard, MTConnect, is used to collect the real time operational data of the machine tool. This enables 
the synchronization between the physical machine and its digital twin. A few test cases have been created 
to validate the developed model of the machine so users may observe the status and operation of the 
machine. 
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Hierarchical Data Structure Development to Support Digital Thread and Digital Twin Applications

Digital twins are an effective method for digitally representing, analyzing, and optimizing a physical 
manufacturing element. However, it may be a challenge to collect, process, and model all the required 
data in different formats from various sources. For example, to develop a digital twin of a part being 
manufactured, data required may include the data from multiple stages of the product lifecycle, from 
design, to engineering, manufacturing, inspection, and use. Within each stage, specific data standards and 
formats may be used, and it has proven challenging to relate the different information gathered to a single 
part.  
A digital thread is a communication framework that would assist in linking the data to support the 
development of a digital twin. Currently, no framework exists that can easily and efficiently support the 
storing, representation, and exchange of such data in the digital twin Lab. This project focuses on creating 
such a framework by working with novel data storage solutions to represent product lifecycle data while 
leveraging digital twin applications in manufacturing. A use case of the selected structure is developed to 
represent data from product lifecycle stages and demonstrate digital twin applications using the data 
structure.
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Tali Schlenoff
University of Maryland - College Park Mechanical Engineering

Sophomore

Attend graduate school for mechanical engineering, and ideally work in engineering design

Engineering Laboratory, Division/Group 735.13

Jeremy Marvel

InterFace the Facts

Robots are designed to aid humans with a variety of tasks, especially those that need a lot of 

precision/repetition or could put people in harm s way. These are some of the many reasons why there 
has been such a large push to integrate robots into industry. However, robots are very complex, and it 
cannot be assumed that every industry worker that will be operating them has an engineering degree and 
complete understanding of how each robot works. The way to get around this is to create an appropriate 
user interface (UI) that can accommodate whoever may be using it. My work in the project centered 
around doing research to figure out criteria for such an interface. My attention was mainly toward mobile 
devices since they are analogous to those interfaces that are most likely to be used for the average 
industry worker controlling robots. From here, I considered and looked into the physiological and 
psychological necessities/preferences for those with and without physical or mental disabilities. I also 
accounted for the cultural differences for, what we consider, the five major manufacturers (America, 
Japan, Germany, Britain, and Australia/New Zealand). This research will enable the production of a user 
interface that can assist as many industry workers as possible, regardless of their background or ability.
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Parker Liposky
Embry-Riddle Aeronautical University Unmanned Aircraft Systems Science

Senior

Finish undergraduate degree at ERAU

Engineering Labratory, Intelligent Systems Division, Sensing & Perception Systems Group

Dr. Kamel Saidi

Aerial Drop Tests Research

The National Institute of Standards and Technology (NIST) has been developing testing standards for 
emergency response robots and drones under the Intelligent Systems Division (ISD). The ISD at NIST 
works closely with other government organizations including the Federal Aviation Administration (FAA) 
to develop standard test methods and promote governmental research between the two agencies. The 
FAA is responsible for providing the safest and most efficient aerospace in the world, and accomplishes 
this mission by adopting the rules and legislation which govern national airspace (NAS) in the continental 
United States. 

NIST has been collaborating with the FAA by conducting tests related to vital research topics. This 
summer, I will be working with my student mentor, Dr. Kamel Saidi, and his team of international 
research scientists to develop testing protocols for dropping drones from aerial vehicles. Testing 
environments will include an indoor and outdoor testing facility. The indoor testing facility will present 
us with unique data outcomes due to the lack of external factors such as wind. Indoor test apparatuses 
will be much more controlled in measuring drop speed and kinetic energy. The outdoor testing facility 
will be representative of a true standard operating environment due to natural environmental factors such 
as wind, and is where the majority of our tests will be conducted.

The main purpose of our research will be to evaluate and quantify the impact of drones being dropped 
from different altitudes. In the United States, drones present an increasing threat to the general 
population. With the knowledge of how commercially available drones perform under different 
conditions and altitudes, the FAA will be aware of the various dangers they present and therefore be able 
to adjust legislation accordingly. For the purpose of this project, our research at NIST will directly 
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Ethan Sundel
University of Pennsylvania Mechanical Engineering

Junior

Finish my bachelor's degree and pursue a master's degree

Engineering Laborotory, Intelligent Systems Division, Emergency Response Robots and Drones

Adam Jacoff

Standardized Testing and Validation of Emergency Response Systems 

      Emergency responders, military organizations, and others often risk their lives in order to protect 
the public. While doing this their only defense is personal protective equipment. Emergency response 
robots and drones provide a partial solution to this problem, allowing unmanned vehicles to intervene in 
certain situations where it might prove dangerous or even fatal to a human. NIST is developing a 
comprehensive set of standardized test methods to evaluate the performance and pilot proficiency of these 
systems, enabling pilots to effectively operate unmanned aerial and ground vehicles during emergency 
situations. NIST's testing procedures involve the use of cost-effective and easily fabricated apparatuses 
made from wood and plastic buckets. These apparatuses are carefully designed to assess pilot and system 
proficiency across various crucial aspects including acuity and maneuverability. These tests have the 
potential to incur life-saving impacts and significantly improve response efficiency.

      In the initial phase of this project, I observed how NIST is transitioning from 8-inch diameter 
buckets to 4-inch. This change allows for the simplification of the fabrication process, more effective 
storing of apparatuses, and cheaper cost to create. To validate this change, I conducted some of NIST's 
existing aerial tests on both the old and new setups, took data and analyzed it. The goal was to ensure that 
these new tests continue to meet the rigorous standards set by ASTM international and can be adopted as 
universally recognized and standardized test methods.

      The second part of my project involved integrating a range of cameras, sensors, and tools onto a 
ground Explosive Ordnance Disposal (EOD) robot. This robot, the Telerob Telemax Evo Pro, serves as a 
validation platform for our ground tests. I attached and tested eight of these devices to explore the robot's 
complete capabilities. The insights gathered from this experimentation will contribute to the development 
of more comprehensive and detailed standardized test methods. Ultimately, the advancements achieved 
through these standardized test methods will benefit emergency responders worldwide.
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Brian Maloney
James Madison University  Engineering 

Senior 

I plan to pursue a career in engineering and go to graduate school.

Engineering Lab, Intelligent Systems Division, Agility Performance of Robotic Systems

Anthony Downs

ROS Integration with Agile Performance Robotic Systems

There is an increasing interest in the utilization of the Robot Operating System (ROS) and its successor, 
ROS2, within the context of robotics applications in U.S. manufacturing. ROS, an open-source software 
framework, offers a comprehensive suite of tools and libraries that enable advanced robot programming. 
This SURF project aims to explore and leverage the potential of ROS2 to enhance robotics operations in 
a manufacturing setting. The primary objective of this project involves converting the lab into an 
environment that runs Java-based demonstrations for both simulated and in-person robots. This entails 
gaining proficiency in programming robotic systems using ROS and ROS2, understanding their 
underlying principles, and effectively implementing them within a laboratory environment. Additionally, 
this project focuses on improving the capabilities of the robotics setup by integrating a conveyor belt 
through the use of a Programmable Logic Controller (PLC) and the TwinCAT software to enable 
seamless interaction with an external ROS node. This integration will enhance the flexibility, 
coordination, and efficiency of robotic operations on the manufacturing floor.

Throughout this project, a series of experiments will be conducted to evaluate the integration of the 
conveyor belt with the PLC and its compatibility with ROS. The project will involve further development 
of existing communication protocols, establishing reliable data exchange between the ROS ecosystem 
and the PLC, and ensuring proper synchronization and coordination of robot movements with the 
conveyor belt's speed and position. The outcomes of this project will contribute to the growing body of 
knowledge on ROS and ROS2 integration within the manufacturing sector and at NIST. The successful 
implementation of the proposed enhancements and integration will provide valuable insights and 
practical solutions for future deployments of ROS-based robotic systems in US manufacturing, leading to 
improved automation and efficiency in industry.
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Khoa Nguyen
University of Maryland: College Park Mechanical Engineer
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I planned to attend graduate school after finishing my 4 years

Engineering Laboratory, Division: 753.13, Group: 

Shelly Bagchi

Collection, Analyzation, and Vizualizing of RGB and Depth Data for Human Study

Later in the year, the Performance of Human-Robot Interaction Project (PHRI) will conduct a human 
study to test different interfaces' usability, functionality, and comprehensibility in assisting participants in 
teleoperating a collaborative industrial robot. The study will attempt to evaluate which interface results in 
better task performance for a manufacturing task, as well as better user experience. With multiple 
participants, there comes the need to reliably automate the process of data collection, analysis, and 
visualization. A script is being developed to collect and process datasets taken from user inputs on three 
types of interfaces. These include the built-in robot teach pendant, an augmented reality headset, and a 
virtual reality teleoperation tool. 

The User Interface (UI) of the data collection script will stream and record RGB video and color-coded 
depth maps using the Intel RealSense Depth Camera D435i. After each recording, a ".bag" file is 
extracted which contains depth images, RGB images, and infrared frames in raw format. These are 
converted into point cloud format which are mapped onto 3D space to yield a rough representation of the 
topography. In improving the quality and accuracy of the 3D model, recordings from multiple cameras 
will be captured and potentially synced together to accurately capture the topography as well as 
minimizing blind spots. Optimization and implementation of this script can, for instance, aid researchers 
in visualizing the position an object occupies in 3D space over time. For this study, it facilitates the 
quantitative analysis of how different study participants accomplished the task.
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Noam Peled
University of Maryland Computer Engineering

Junior
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Engineering Lab 735.12

Helen Qiao

Real-time Pose Measurement to Support Robot Inspection

The use of robots in high-precision applications has been increasing, for example, robot real-time 
inspection. The capture, analysis, and real-time feedback of inspection results in users making the best 
decision on time. For robot inspection, the robot is performed as a carrier of the inspection sensor. The 
robot's accuracy needs to be assessed and the dynamic motions need to be measured to satisfy the 
requirement of registering inspection data. The robot arm's position and orientation information are used 
to register the sensor data for full 3-D analysis. NIST has developed a smart target to support the precise 
measurement of a robot's position and orientation. The target is mounted on the object (e.g., end effector 
or tool of a robot arm) whose accuracy is to be ensured in order to measure and track the object's 
six-dimensional position and orientation. To capture images for calculation, two pinhole cameras are used 
and a relative rotation and translation matrix between the cameras is produced. This enables triangulation 
for accurate position calculations. The first item to finalize is calibration testing and documentation. The 
second item is debugging and iteration of the real-time position calculation algorithm.
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Abstract: 

The purpose of this project is to design and construct an inexpensive and custom spin coater using off-the-
shelf components. Commercial spin coaters can be costly to purchase and are usually optimized for 
standard wafers, and making a custom design allows us to make a spin coater that can use custom samples 
at a fraction of the cost. Spin coaters are used to deposit thin films of material on flat substrates by spinning 
solutions such as photoresists, nanomaterials, and gels- at high speeds, and centrifugal force from the 
spinning causes a uniform film with thickness inversely proportional to the speed. Spin coaters are applied 
in various fields including semiconductors, nanotechnology, material science, and microfluidics. In our case 
thin films of photoresist on custom substrates can have a pattern be transferred upon them through a 
maskless lithography process, and then etched to fabricate controlled defects for X-ray computed 
tomography (XCT) defect detection studies. To create the spin coater, common parts for DIY hobby 
electronics were used such as a brushless direct current (BLDC) motor, a microcontroller, and a 
touchscreen display. The design is based primarily off the MAASI spin coater design 
(doi.org/10.1016/j.ohx.2022.e00316): this existing design was modified to improve its functionality, to use 
components available from US retailers, and to accommodate larger and different sized samples. The 
sample holder can easily be built and replaced for different substrates. The process of building the spin 
coater is an iterative process involving computer aided design (CAD), polymer 3D printing, post processing 
3D prints by cutting and sanding, soldering electronics and verifying their function, and coding using the 
Arduino IDE. The design and manufacturing process, BLDC motor control using a microcontroller and 
electronic speed controller, and test measurements made on thin films of PDMS, or photoresist will be 
discussed. The knowledge learned in the project can be easily applied to different applications such as 
unmanned aerial vehicles or robotics. 
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Vivian Xiao: BioFET Sensitivity Analysis
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Dongxing He: Fiber-link characterization of quantum network fibers using single photon detection 
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Katherine Harvey
Hillsdale College Applied Mathematics

Senior

TBD

ITL, Applied and Computational Mathematics Division, Mathematical Analysis and Modeling Group 

Ryan Evans

Reaction Limited Approximations of Biosensor Field Effect Transistor Experiments 

A Biosensor Field Effect Transistor (BioFET) is a modern medical testing device that shows great 
promise to providing access to quick, reliable, less expensive medical testing. These devices consist of a 
small biochemical sensor in a chamber that measures the concentration of a chemical on its surface. 
Under physically relevant experimental conditions, BioFET's behavior can be well described and 
predicted with an integrodifferential equation (IDE) as a function of this sensor concentration, B. 
Numerically, results can be averaged to compare to experimental data; however, due to the complexity of 
the model, this is computationally expensive. This motivated the decision to employ several 

approximation methods to reduce the problem s complexity. We derived a perturbation expansion for B 
and an effective rate constant (ERC) equation, accurate to the order of the Damköhler number squared, 
for small Damköhler numbers. The ERC equation proves useful because it reduces the IDE to an ordinary 
differential equation (ODE) in terms of the spatial average over the sensor. Further, the parameter values 
that describe the properties of the chemical reactant used in the experiment can be optimized to minimize 
the error between the experimental data and the model. These optimized parameters can then identify the 
chemical that was used. The Damköhler number describes the ratio between the rate of reaction and the 
rate of diffusion; hence, small Damköhler number approximations are relevant to experiments where the 
rate of diffusion is significantly larger than the rate of the reaction. It was shown that the difference 
between these two approximations is on the order of the Damköhler number squared.  
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Dr. Anthony Kearsley

BioFET Sensitivity Analysis

Biological Field Effect Transistors (BioFETs) have gained significant attention for their potential in 
medical applications, including biomarker detection and drug monitoring. Accurate modeling of BioFET 
performance is crucial for optimizing their design and understanding their behavior under different 
conditions. This project focuses on the sensitivity analysis of two BioFET models: the faucet model and 
the droplet model. The name of the model reflects the manner in which target molecules are introduced 
into the sensor. The faucet model represents continuous injection across the entire width of the sensor, 
while the droplet model simulates injection at a single point. To quantify the impact of various 
parameters on BioFET performance, a combination of numerical and analytical methods is employed. 
Techniques such as the finite difference method, partial derivative calculations, and perturbation methods 
are applied to assess the sensitivities of each parameter. These methods enable the examination of how 
changes in kinetic rate constants, diffusion coefficients, and the aspect ratios of the biosensor influence 
the average concentration detected by the biosensor's receptors over time. The findings from this 
sensitivity analysis will provide valuable insights into the key parameters affecting BioFET performance. 
By quantifying the sensitivities, it becomes possible to identify critical factors that significantly impact 
the biosensor's response. This knowledge can guide the optimization of BioFET design and facilitate a 
deeper understanding of the underlying biological and physical processes involved.
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Visualization Group

Dr. William George

Inter-node Communication Performance Tuning

Efficient inter-process communication is crucial for enhancing the performance of highly parallel
large-scale simulations. However, previous research has not thoroughly explored the performance
implications between two commonly used schemes in MPI (Message Passing Interface): manual
contiguous packing of send buffers and custom MPI datatypes. We have created an environment in C
with a message passing routine similar to that of our parallel dense suspension simulator, written in
FORTRAN, and have conducted a comprehensive timing analysis utilizing Raritan's High-Performance
Computing Cluster, varying the message passing scheme, MPI implementation, the number of processors
used, message size, and whether other tasks are performed concurrently with the message passing. The
resulting data will be used to analyze efficiency of data transfer through both a comparison of manual
packing against the custom type approach and a comparison of message passing times with and without a
concurrent task. These findings will allow for greater timing optimization for highly parallel programs
which are computation and communication intensive.
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University of Maryland College Park Physics and Mathematics
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Information Technology Laboratory (ITL)

Thomas Gerrits

Fiber-link characterization of quantum network fibers using single photon detection. 

Optical Time Domain Reflectometry (OTDR) is a common technique to non-destructively characterize 
optical fibers and obtain information such as length, attenuation, and location of splices and faults. The 
technique involves sending laser pulses down an optical fiber and measuring the Rayleigh backscatter 
with a photo diode, obtaining a trace of light intensity vs. measurement time. Single photon OTDR 
(v-OTDR) uses single photon detectors that register photon counts rather than light intensity, which 
allows for better two-point resolution and a shorter integration time to achieve a similar OTDR trace.  

In v-OTDR, photon counts are registered in a specified bin size, creating a histogram of photon counts vs. 
measurement time, which is then converted into decibel loss vs. length along the fiber. If the optical fiber 
achieves a certain length, the v-OTDR trace will end in a noise floor, where the Rayleigh backscatter is 
too weak to be registered on a single photon detector.  

The purpose of this project is to measure fiber end reflection time, and therefore fiber length, as 
accurately as possible. We use a superconducting nanowire single photon detector (SNSPD) with near 
unity detection efficiency and almost no after pulsing or dark count error, a picosecond pulsed laser for 
precise selection of pulse width and frequency, a modulator to achieve a high extinction ratio, and a 
calculation of Allan deviation to find the optimal integration time for the lowest end-reflection time 
measurement error. We found error of ~1mm (3.5ps) in 42km long fiber, confirmed through our Allan 
deviation calculation, and we will use this technique to measure length fluctuations over time of a 
deployed fiber from NIST to UMD.
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Judith Terrill and Tere Griffin

Converting OpenGL Shaders to Run in ParaView Visualization Software

A Shader is a user-defined program that runs on a computer's graphical processor (GPU). Shaders are an
extremely important part of scientific visualization as they can allow for a variety of complex visual
effects, such as intricate 3D models, to be displayed in a resource-efficient manner. The OpenGL Shader
Language, glsl, is a widely used high-level programming language used to implement these shaders.
These shaders were initially developed to be used within NIST's own High End Visualization (HEV)
software, but as we shift to using ParaView, an open-source scientific visualization software, these
shaders must be converted in order to be operable. Converting these shaders to work with ParaView
involves utilizing VTK, which is the backend of ParaView, to replace the necessary portions of the
software's default shaders. A Python-based custom widget allows individual glsl shaders to be loaded
within ParaView and automatically converted to the necessary VTK format. This will make using
OpenGL shaders in ParaView a seamless task that will greatly improve the efficiency and performance of
scientific visualization in our immersive visualization environment (the CAVE).
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Making 3D Formats Accessible for Scientific Data Using glTF

NIST has been using its own SAVG file format to hold 3D model data for years. There are thousands of 
files stored using the SAVG format. However, a newer 3D model format has been released called glTF 
2.0. This is short for Graphics Language Transmission Format, and was designed by Khronos to be quick 
to load. In addition it includes a scenegraph and supports a wide range of features including animation, 
materials, and textures. It is extensible and is widely supported. NIST's High Performance Computing 
and Visualization Group has many visualization softwares and simulations that use many 3D assets and 
models. Since glTF files are faster than the older SAVG format, NIST wishes to begin utilizing glTF 2.0 
as a new standard for 3D files. In this project, we explore the nuances of the glTF format, create example 
3D assets using the glTF format, and create efficient programs using Python to work with glTF assets.

At its core, a glTF asset is a JSON file. For any given glTF asset, it has binary data and a list of attributes 
that details how the binary data should be interpreted and rendered into a 3D space. All attributes relate to 
some intricacy of the 3D model or help organize the data. While the attributes are human-readable, the 
binary data is far from it. During the project we utilized various number conversions in order to match the 
specifics of the binary format. As previously mentioned, Python was also utilized alongside the pygltflib 
library in order to easily create and save glTF files through scripting. A larger part of the project has been 
utilizing this Python library and parsing polygonal SAVG files in order to efficiently and conveniently 
create a matching polygonal glTF files with ease. This script does this by taking data from each SAVG 
file and encoding it into a binary file for a glTF asset to read from. This program will be useful in order to 
utilize the glTF 2.0 format in the future.
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Leon Jia
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Dr. Lijun Ma

Characterization of Quantum memories and SiC-based Quantum Devices

Quantum emitters are a crucial component of quantum communication. It is valuable for quantum 
emitters to emit in the telecom band for effectiveness in modern fiber networks. Vanadium doped silicon 
carbide is a promising solid state quantum emitter with stable emission in the O band for the 4H and 6H 
polytypes of SiC, and in the S band for the 3C polytype, which we are particularly interested in. Effective 
quantum emitters observe photon antibunching, which is important in quantum communication and 
quantum key distribution. While vanadium ions fully transmit in the telecom band, different silicon 
carbide polytypes affect the properties of the emissions due to the different substitutional silicon sites. In 
this study, we plan to investigate quantum properties of vanadium (V4+) doped in 3C, 4H, and 6H 
polytypes of SiC. We use a piezoelectric controller and single photon detector to iteratively locate each 
vanadium ion within the SiC lattice. We then characterize the quantum emissions released. Experimental 
control is conducted in Labview and data analysis conducted in MATLAB. My contributions to the 
project primarily lie in system control and data acquisition scripts, creation of a GUI for data acquisition, 
and operation of experimental components. This study will contribute to a wider body of research 
towards applications in quantum telecom devices and networks.
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Mikhail Krepets
University of Maryland, College Park Computer Science

Senior

After completing a BS in CS, I plan to go to grad school and then go into research and/or education.

Information Technology Laboratory, Division 771, Mathematical Analysis and Modeling Group

Professor Michael Mascagni

Modifying the Walk on Spheres algorithm to see if it would make ZENO faster.

Walk on Spheres (WoS) is a Monte Carlo algorithm which simulates Brownian motion through the use of 
spheres. ZENO is a program which uses the WoS algorithm to calculate various traits (such as 
capacitance and volume) of shapes, usually molecules. 

The research task we were assigned this summer was to implement a modification to the WoS algorithm 
implemented in ZENO and then test whether the speed of ZENO improves or not. The modification is 
one that slightly over-expands the spheres in the WoS algorithm in hopes of taking less steps while 
sacrificing a tiny bit of accuracy. 

If this modification ends up increasing the speed of ZENO without sacrificing too much accuracy, then it 
could be implemented in ZENO.
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Faadil Abdullah Shaikh
University of Maryland-College Park Computer Science/Mathematics

Junior

Masters in Computer Science

ITL 771

Micheal Mascagni

Implementation of Fastest Closest Point in the West to accelerate Capacitance calculations using 
ZENO

In this paper we examine the integration of Fastest Closest Point in the West (FCPW), a C++ Library 
developed at Carnegie Melon University to perform geometric queries, into ZENO, a software tool 
developed by NIST researchers to calculate different Chemical properties of given molecular structures.
In order to perform calculations, particularly for Capacitance Calculations, ZENO utilizes a Monte Carlo 
Method known as Walk on Spheres, which requires multiple closest point queries in each individual 
walk, which is subsequently repeated on the order of 1 million times. This causes some slowdown in the 
runtime of this program, and as such we can use a faster algorithm to shorten this time manyfold. FCPW 
is currently the fastest algorithm for such queries, the only problem being the difference in the geometric 
implementation of the two software. 

ZENO's primary base shape is a sphere and structures built as a collection of them, while FCPW s 
primary base shapes are triangles and triangle meshes of 3D objects. Due to the calculation cost of having 
to convert spheres into triangle meshes, we decided to directly implement spheres into FCPW in order to 
integrate ZENO and FCPW together.
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Tom Wolcott
University of Maryland, College Park Computer Science & Physics

Sophmore

I plan continue on to graduate school

Information Technology Laboratory, Applied and Computational Mathematics Division, Group 771

Barry Schneider

Designing an interface for the B-Spline R-matrix codes

The Atomic, Molecular, and Optical Science (AMOS) gateway serves as an online portal, providing 
researchers and students access to scientific software tools in a browser, where, previously, they would've 
had to download, compile, and troubleshoot these codes themselves.  However, these interfaces are not 
accessible to new users as they still require in-depth knowledge of the codes.  For this reason, the project 
aims to build powerful, user-friendly interfaces to the codes on the AMOS gateway, starting with the 
B-Spline R-matrix (BSR) codes.  In this vain, an interface to the tRecX program already exists, whose
code and design docs greatly informed the overall structure and design used in the BSR interface.  These
two applications are differentiated, however, by BSR's many inputs and codes, whereas tRecX has a
single input and code.  The other codes also differ from the tRecX greatly and require their own tailored
designs.  Specifically, in the case of BSR, its interface requires the ability to upload and view many files
while still satisfying the overarching goal of being useful to both new and experienced users.

The interface uses the Django web framework to handle most of the backend, which includes 
communication with AMOS gateway API, defining and storing data relevant to the interface, and creating 
its own API to access this data from.  The frontend is then handled by Vue, which is able to provide an 
intuitive interface that then connects to the backend through its API.
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Peter Cullen Burbery
Marshall University Computer Science

Good Standing Dean's List Senior

Accelerated Masters Degree at Marshall University, then a PhD in Computer Science

Information Technology Laboratory (ITL)

Howard Cohl, Ph.D

Translating Mathematica expressions in q-calculus to LaTeX

In this talk, we describe efforts using the Wolfram Language to translate computable expressions in 
Mathematica into LaTeX for q-calculus. For instance, we translate basic hypergeometric series 
(represented with the Wolfram Language-defined function QHypergeometricPFQ) and various other 
functions associated with these functions into LaTeX. The expressions that we translate include various 
combinations of sums (Sum), integrals (Integrate), finite (QPh) and infinite (QPhI) q-shifted factorials, 
very-well-poised hypergeometric functions (user-defined Wolfram Language functions) and fractions.  
One challenging task that we have tried to implement in order to provide satisfactory translations, is to 
rearrange multiplicative sub-expressions which involve the parameter q such that the q is in front. This 
reflects the importance of the variable q in q-calculus. An example would be to transform p*q*r into 
q*p*r. The challenge is that Mathematica automatically reorders the output q*p*r to p*q*r and this 
undoes the transformation. For our test example, the output would be q*pr (* represents noncommutative 
multiplication with the function NonCommutativeMultiply, which does not reorder to p*q*r). We use 
List@@ to convert multiplicative sub-expressions like p*q*r into lists such as {p,q,r}, and then use 
PositionQInFrontOfList to return {q,p,r}. We then transform back to q*p*r with Apply. We use 
Inactivate. We give functions the attribute HoldAll to prevent Mathematica from automatically ordering 
the output. We use LaTeX macros which make their implementation easier. We translated four families 
of functions into LaTeX after rearranging the expressions.  We use string replacement rules on the output 
with StringReplace. We use the following string rules to format computable Mathematica expressions: 
those for very-well-poised hypergeometric series, for QHypergeometricPFQ, and for QPh and QPhI. In 
our Wolfram Language implementation, we ultimately apply TeXForm followed by ToString. We will 
conclude our presentation by giving some detailed examples with PDF output.
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Noah Schulman
College of William and Mary Computer Science

Senior

Pursue a career in the technology industry after earning a master's degree in computer science

Information Technology Laboratory, Information Access Division, Multimodal Information Group

Jim Horan, Haiying Guan

Evaluating Generative AI Audio Deepfake Tools 

The objective of the project is to perform a survey on the modern open source audio deepfake tools, test 
and understand the limitations and advantages of them, and explore their potential use cases in 
conjunction with other contemporary AI technologies such as large language models (LLMs). An audio 
deepfake involves leveraging artificial intelligence and machine learning techniques to generate synthetic 
audio content that convincingly replicates the voice of a specific individual. While this technology holds 
promising applications, such as enabling individuals who have lost their voices to communicate naturally, 
it also poses risks, including the potential for malicious use and the spread of misinformation by imitating 
public figures. As advancements in AI and computing continue, audio deepfake tools have become more 
accessible, user-friendly, and capable of producing high-quality results. This project encompasses a 
comprehensive evaluation of existing open source audio deepfake tools, analyzing their common 
techniques, usability, quality, and implications. This evaluation involves modifying these tools' training 
datasets and textual inputs to gain a comprehensive understanding of their capabilities and limitations. 
Furthermore, it explores the potential benefits and challenges of combining audio deepfake technology 
with other popular AI tools, such as large language models, to understand their combined power, 
accessibility, and usability for the general public.
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Kaylin Yeoh
Carnegie Mellon University Information Systems

Junior

Graduate School/Consulting/Product Management/Data Analytics

Information Technology Lab, Information Access Division, Visualization and Usability Group

Afzal Godil

An Evaluation of Synthetic Data Generation Methods for Tabular Data 

Synthetic data is a fairly new and hot topic in the artificial intelligence world. It can be defined as 
artificially annotated information generated by computer algorithms or simulations. The use of synthetic 
data is gaining wide acceptance from all over the world as it serves many benefits over real-world data, 
including: increased security and privacy for sensitive data, cost-effectiveness, customizability for testing 
purposes, faster data generation, resolving imbalance datasets, etc. However, synthetic data generation 
also comes with some challenges. Since this is still a relatively fresh topic, researchers are still looking to 
find ways to overcome problems with lack of accuracy, overlooked outliers, real data dependency, and 
more, so that synthetic data will be reliable and used more frequently in real world settings.  

With the variety of datasets and numerous ways of generating synthetic data, this paper will explore 3 
different types of datasets (unbalanced, balanced, mixed) and evaluate the outcomes of synthetically 
generated data using selected models in 3 areas: statistical models, generative adversarial networks 
(GANS), and neural networks. Evaluation of synthetic data generated by the selected models will be 
analyzed following 3 main criteria: 1) Machine Learning Usability, 2) Statistical Similarity, and 3) 
Privacy Conservation. This project will aim to identify the best models for distinct datasets, and provide a 
baseline evaluation method for all synthetically generated data. 
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Luke Zic
Univeristy of Maryland, College Park Computer Science

Sophomore

Software Engineer

Information Technology Laboratory, Information Access Division, Information Retrieval Group

George Awad

Video Retrieval Evaluation Leaderboard Development 

A 'competition leaderboard' is a leaderboard that presents results of submissions by research institutions 
in reference to a challenge outlined by the publisher of the leaderboard. In this case, the leaderboard will 
present metrics that pertain to a TREC Video Retrieval Evaluation (TRECVID) competition, hosted by 
NIST. The goal of the leaderboard is to create healthy competition between research institutions for the 
advancement of our Artificial Intelligence, as applied in video understanding knowledge and techniques. 

The goal of my project is to create a comprehensive 'competition leaderboard' that will take in, evaluate, 
score and present the results of a TRECVID competition outlined by NIST researchers. The leaderboard 
will consist of a multitude of parts: joining form, submission form, task specification form, and the 
leaderboard itself. Every step of the way, data will need to be configured and submissions scored to get 
the metrics and information requested by NIST. NIST researchers will have the power to modify which 
metrics are presented on the leaderboard, and thus control what metrics are evaluated from the TRECVID 
runs. Each form, including the leaderboard, will be run on a NIST external server for any valid institution 
to participate and submit their results. 
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Marilyn Nguyen
University of Maryland, Baltimore County Information Systems

Sophomore

Finish my Bachelor's Degree and pursue a Master's Degree in Information Systems

Information Technology Laboratory, Computer Security Division

Ketan Mehta

Implementations of Mobile Driver's Licenses and Everyday Documents

    Today's society is continually expanding the use of technology in our everyday lives. This includes the 
increasing use of digital identity documents and other personally identifiable information. These 
documents range from mobile driver's licenses to digital plane tickets, digital payment options, and many 
other document classifications. The use of mobile devices has numerous benefits such as reducing costs, 
enhancing user experiences, and allowing a platform for countless documents to be easily stored. Instead 
of using physical wallets and purses that are cumbersome to carry and easy to misplace, we are 
transitioning to convenient and more secure storage of digital documents on mobile devices, generally 
called mobile documents. Digital wallets also offer a stronger sense of security as the threat of losing or 
having your documents get stolen is reduced. NIST has been working on producing standards for these 
mobile documents to ensure the safety and security of users' information through extensive 
authentication, verification, identity proofing, and identity assurance. Currently, we are addressing the 
importance of using digital identity documents securely and responsibly on mobile devices. With the use 
of standardized Identity Assurance Levels (IAL) and Authentication Assurance Levels (AAL), users and 
other relying parties can be assured of their information's privacy and security, protecting against fraud, 
unauthorized use of documents, and other threats. In addition, NIST is researching additional capabilities 
and guidelines to make utilizing mobile documents more efficient and effective in people's daily lives. 
My responsibility in this project is to research other methods that mobile documents can be utilized and 
determine various requirements for each method. In this research project, our essential goal is to discover 
ways we can implement the mobile driver's licenses' standards and data models into mobile Personal 
Identity Verification (PIV) cards and FAA Pilot Licenses. To do this, we are creating namespaces and 
collecting essential data elements required for the PIV cards and FAA Pilot Licenses, and researching the 
standards listing how these documents can be secured and authenticated when in use.
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Alex Dai
University of Maryland - College Park Computer Science

College Senior Student

Graduate and work on a master's degree after obtaining a job

ITL - Computer Security Division -  Secure Systems and Applications Group

Ketan Mehta

Exploring Suitable Structures to Store mDoc Field Data.

    Currently, our group is working on an alternative form of verifiable identification. We predict that, in 
the future, physical IDs may eventually grow obsolete, thus an existing standardized digital alternative 
would be convenient if society decides to shift identification to a digital medium. So far, the group has 
constructed a functional application (referred to as the “mDL application”) that stores, verifies, and reads 
driving license data, in a document format of the name “mDL” (Mobile Driving License). An mDL is one 
of many mobile documents (mDocs) that the team wishes to cover with the mDL application. The same 
standard can be leveraged to support multiple documents. 
    As of now, the application is only calibrated to the mDL format, and my objective over the summer is 
to come up with a method to store multiple document formats. While there are many solutions available 
that would satisfy the objective, each solution comes with varying degrees of accessibility and, 
conversely, security. 
    Once a suitable solution is discovered and agreed upon by members of the mDL application team, I 
would like to attempt to implement the solution as a branch of the mDL application, in hopes that my 
work can be of contribution to the team. 
    If successful, my contribution could aid in the creation of the mDL application and encourage the 
creation of multiple mDoc types. 
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Brian Chen
Towson University Computer Science Cyber Operations 

Senior / 4th year

Complete Cyber Operations track in Computer Science at Towson University / CyberCorps SFS / 
Master of Science: Specialization in Machine Learning

Information Technology Laboratory / Computer Security Division / Security Engineering and Risk 
Management (773.04)

Jim Foti

Graph Database for NIST Cybersecurity Publication Citation Relationships

NIST develops and maintains cybersecurity standards and guidelines that are critical resources used by 
Federal Government agencies to secure information and information systems. They are widely used by 
consumers and in private sector enterprises, notably in the financial sector and other critical 
infrastructures. At present, NIST manages more than 190 of these cybersecurity standards and guidelines, 
which have many interrelationships that must be understood by NIST staff and external users. 
Maintaining this complex publication portfolio requires both a simpler and more robust strategy for 
organizing bibliographic information.

The purpose of this project is to use graph database technology to model the citation relationships 
amongst NIST's current cybersecurity standards and guidelines. The goal is to improve publication life 
cycle management and provide multiple audiences with new tools for visualizing publication 
interrelationships.

In this study, a graph model and database using the Neo4j application examines NIST's collection of 
cybersecurity standards, including Federal Information Processing Standards (FIPS) and Special 
Publications (SP) 800-series guidelines and recommendations. Neo4j's data modeling utilizes informative 
and detailed labels, properties, and relationships to easily identify NIST publications that need to be 
updated or withdrawn, as well as other publications that will be impacted by those changes.

This tool can help advanced users and those with limited cybersecurity knowledge to better conceptualize 
and follow the many relationships among NIST's cybersecurity publications.
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Jayden Crosby
North Carolina A&T University   Computer Engineering

Sophomore

I plan to have a career in Cybersecurity 

Computer security

Jeffery Voas

Integrating a Chat-bot for NIST 

My first Summer task was to: (1) learn how chatbots work, and (2) create a simple chatbot that 
could read official NIST documents. The main purpose of this task was to predict/discover the 
difficulty in creating a “real chatbot” in the future that could be added to the NIST.gov site to 
help users find cybersecurity information from NIST’s numerous cybersecurity publications. The 
secondary purpose of this task was that my mentor wanted me to learn about chatbot technology 
before I return to college. This task was straightforward for the most part; I was able to find a site 
where I could create a chatbot without writing any additional code. I used the tool Engati 
(https://www.engati.com/blog/build-a-chatbot-in-10-minutes) from a list of alternatives 1 . I 
trained the bot by uploading two NIST publications into it, “Users are not stupid: Six cyber 
security pitfalls overturned” and “Cybersecurity Framework Profile for Liquefied Natural Gas.” 
When testing the bot, I asked it multiple questions about cybersecurity based on the two 
documents, but the bot was so simple that it was only able to recite parts of the 2 publications 
that had the keywords to the question I asked. The bot should yield far better results: (1) if more 
documents were fed into it, and (2) if code had been written for it (but my free temporary license 
to Engati expired before I could do that). I am now beginning to use public chatbots (e.g., 
chatGPT) as well as other search engines to retrieve information concerning the energy 
consumption of various IT technologies, including cybersecurity approaches, for my final report 
in August. 
 
1   
https://www.tidio.com/blog/how-to-create-a-chatbot-for-a-website/ 
https://www.appypie.com/chatbot/builder 
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IT governance and information security policies are often complex to formulate, and even more complex 
to implement. Technical management and organization executives draft policy language with the intent to 
inform all employees---not necessarily engineers, let alone the computers themselves---who must 
actualize said policies. After policy language is drafted, expert technical staff are needed to implement the 
policy to their respective technical domains, such as network and security administration of Linux 
operating systems. Oftentimes, rigorous information security programs require additional impartial, third-
party experts to come and assess the implementation and review its readiness for production use separate 
of those that wrote the policy and implemented the systems to support it. 

In short, even minor policy changes require significant trickle-down efforts by skilled employees in high-
demand sectors of industry that are difficult to employ and retain. It would be ideal to have software read 
and interpret these plain-English policy documents instead, providing code in the appropriate domains to 
implement and assess them. In this project, we aim to explore this research space with the following 
approach: 

1.) Review the current state of software and machine learning models to convert policy documents to 
Linux system network and security administration functions in a semi-automated or completely automated 
fashion. 
2.) Build a naive prototype with a visual interface to handle "formatted" human-friendly policy documents 
and convert them into PCAP expressions now (and eBPF in the long-term) for a novel Policy-as-Code 
approach to manage network and security functions for modern Linux operating systems. 
3.) Publicize this repository as open-source project for the long-term goal of integrating more sophisticated 
machine-learning models in translating English sentences, integrating existing open-source projects into 
NGPaC for added functionality, searching for specialized data with which to train and test these models 
with, and more. 
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Sophomore

Graduate School
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Dr. Irena Bojanova

Understanding Memory-Related CWE Entries with Bugs Framework

95



SURF Student Colloquium 
NIST  Gaithersburg, MD 

August - , 20

Name:  
Academic Institution:  Major:  
Academic Standing 
(Sept. ):
Future Plans 
(School/Career): 
NIST Laboratory, 
Division, and Group: 
NIST Research 
Advisor: 
Title of Talk: 

Abstract: 

Zach Benton
Stanford University Math

Junior (3rd year)

Graduate School in Computer Science

Information Technology Laboratory / Software and Systems Division / Information Systems Group

Antonio Cardone

Crowdsourcing Testing Images for CNN-Based Solutions to Image Texture Directionality

Texture directionality is a salient property of materials, relevant in a number of scientific fields. For 
example, the direction of extracellular collagen bundles has been found to correlate to the dissemination 
of 
cancer cells, and the direction of wood grain determines the strength of wood as a construction material. 
Recently, my NIST supervisors have developed a convolutional neural network (CNN) that can determine 
texture directionality. A huge amount of real-life data is necessary to properly test the CNN; so far the 
CNN 
has only been quantitatively tested on synthetic data. To collect the hundreds of thousands of real-life 
images necessary to test the CNN, I have built a globally accessible database to house images and their 
texture directionality annotations. I coded the website on Java, using Eclipse as my integrated 
development environment. 
The database uses MongoDB to store image metadata—including image annotations, owner, name, 
keywords, and more. MongoDB includes an abundance of filter functionality, so I also created a simple 
search service on the website, allowing users to search the image database by owner and image name. I 
intend to expand this feature to include a more robust collection of search fields. 
I also created a directionality annotation software in JavaScript that enables users to annotate the 
database’s images while on the website. The software splits an image into a grid of rectangular tiles, then 
it allows the user to specify the directionality, in degrees, of the image’s texture within each tile. There 
are 
many features I intend to add to this image annotation software, including further customization of tile 
locations and spacing, a way for users to indicate their confidence in the direction they selected for each 
tile, and potentially allowing users to select multiple directions for each tile. 
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Vidhata Jayaraman
University of Illinois Urbana-Champaign Electrical Engineering

Sophomore

Ph.D and then a career in research

Information Technology Laboratory, Software and Systems Division

Alden Dima

Surprising Sentences

It is a common occurrence in text analysis that one wants to identify surprising sentences in a dataset. The 
contemporary approach to such a task would be to train or fine-tune a large language model (LLM) to 
identify surprising sentences. However, in low resource domains, there is often not enough data, 
resources, or time to allocate to training such a model so other approaches are necessary. One such 
approach is to use embeddings to embed the sentences, dimensionally reduce them and then by treating 
each feature of the dimensionally reduced embeddings as a variable, calculate surprisal values for each 
sentence. Three major dimensionality reduction methods are proposed: Principal Component Analysis 
(PCA), Independent Component Analysis (ICA), and Kernel Principal Component Analysis (KPCA). 
These methods were compared to an older method using Term Frequency Inverse Document Frequency 
(TF-IDF) and a contemporary fine-tuned GPT-2 model for identifying surprising sentences. I find that all 
methods succeed in finding probable surprising sentences, however we find that the proposed 
dimensionality reduction methods along with GPT-2 better capture sentence semantics than the older 
TF-IDF method. This means that the newer methods are better able to identify sentences that contain truly 
strange meaning rather than just differences in sentence structure. However, for large text data, inverse 
term frequency is still a very good measure of how surprising a sentence is, so the TF-IDF does seem to 
generally function “better” than the dimensionality reduction methods. Furthermore, comparing the 
results of the TF-IDF and dimensionality reduction methods to the fine-tuned GPT-2 model, while the 
dimensionality reduction methods seem to generally be consistent with the GPT-2 model, the TF-IDF 
method is consistently the most similar in ranking to the GPT-2 model. However, fine-tuning a GPT-2 
model takes a lot of time and resources so the general relationship between the dimensionality reduction 
methods and the GPT-2 methods indicate that these dimensionality reduction methods may still be very 
usable.
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Ishaan Bhardvaj
University of Maryland Computer Science and Economics

 Sophmore

Graduate School 

Information Technology Laboratory, Divison 775 Cyber Infastructure Group

Ya-Shian Li-Baboud 

Impact of Weather Parameters on Path and Clock Delay in Quantum Networks 

The operation of a metropolitan-scale  quantum network relies on the near simultaneous arrival of 
photons within 10 picoseconds. Weather conditions including temperature, humidity, cloud cover, and 
wind speed introduce fluctuations and noise in path delay and time synchronization. This project aims to 
create a methodology to understand and rank the significance of available weather factors on optical fiber 
path delay variability. A secondary goal is to evaluate the feasibility of using historical weather data to 
train a predictive model for path delay. The path delay between a NIST-UMD link was gathered using a 
white rabbit switch . Weather data was gathered using the OpenWeatherMap and TomorrowIo weather 
APIs. Correlation analysis was conducted to rank weather factors that impact path delay. The analysis 
revealed that temperature and humidity were the most significant factors influencing path delay 
prediction. Additionally, wind speeds exceeding 8 meters per second were shown to have a noticeable 
impact on path delay. Based on these findings, a random forest algorithm was trained to predict path 
delay, achieving a MAPE of under 10% within the same dataset. This study demonstrates the importance 
of considering weather parameters for accurate prediction of path delay in quantum networks. They 
highlight the complex, interconnected nature of weather parameters and time stability. In the future, we 
plan to develop a comprehensive weather querying system that covers the entire NIST-UMD testbed for a 
more holistic analysis of weather. Further, we hope to implement weather forecasting into our model so 
that it is more robust and works in real time. 
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Comparison of AI Model Attribution Methods

NIST has been exploring methods that explain encodings of trojans in AI models. The AI community has 
published several approaches to explain and interpret AI model predictions. The approaches range from 
designing attribution methods (e.g., identify importance of pixels in computer vision (CV) related 
AI-modeling tasks) to analyzing classes of machine learning and artificial intelligence (AI) supervised 
models. The objective of this project is to understand (1) the reliability of multiple implementations of 
existing attribution methods (i.e., reproducibility of attribution maps as a function of implementation 
frameworks), (2) the sensitivity of attribution maps to their AI model architectures and algorithmic 
parameters, and (3) the applicability of the attribution methods to detecting trojans in poisoned images.
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Deep Learning-Based Viral Plaque Detection in Label-Free Phase Contrast Images

Viral vectors are widely used for gene therapy, vaccination, and cancer treatment due to their ability to 
effectively deliver foreign genetic materials into host cells. A thorough understanding of viral infectivity - 
the ability of a virus to invade, survive, and proliferate within host cells - is crucial to fully leverage the 
benefits of these vectors. Traditional plaque assays have been used to quantify viral infectivity but rely on 
staining techniques and manual inspection, introducing biases and limiting throughput. In this study, we 
propose a novel approach utilizing deep learning to semantically segment viral plaques from label-free 
phase contrast images. By automatically identifying and segmenting viral plaques, deep learning 
eliminates the need for staining and labor-intensive manual analysis. 

Viral plaques display discernible differences in intensity and texture relative to their surroundings. As a 
result, we generated training set labels by applying a threshold to the intensity values, determined based 
on the mean and local standard deviation within the phase contrast images. These labels were 
subsequently used to train a 2D-UNet model, while a separate test set was used for inference. The 
resulting inferenced outputs were post-processed and evaluated for accuracy using the dice score. Initial 
test results demonstrated successful detection of viral plaques, indicating promising potential for an 
automatic label-free viral plaque detection method. 
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Correction of the Meniscus Effect in Biological Samples with Convolution Neural Network Models.

Phase contrast and bright field imaging of single cells in small well plates is distorted by adhesion of the 
liquid media to the walls of the well. This causes the microscopy light to be distributed unevenly across 
the media, making regions of the media unrecognizable by microcopy imaging technology. Therefore, 
large areas of these biological samples are rendered inaccurate for many image-based biological 
experiments. Many techniques exist to correct for the meniscus effect, such as QPI-Reference Image 
Matching and Ptychography. Nonetheless, these techniques are expensive or distort biological samples in 
other ways. This presents an opportunity for an image-to-image regression convolution neural network 
(CNN) to offer a competitive alternative to the literature techniques. 

Collaborators in the Material Measurement Laboratory collected bright-field and phase contrast images 
of biological samples, with and without the meniscus effect. The meniscus effect was spread out, or 
removed, by placing a cover-slip over biological samples, between imaging the same sample two times. 
This provides us with the ground truth to train our CNN models. Providing multiple types of images or 
perspectives of the biological samples will allow the CNN models to learn more about correcting the 
meniscus effect. Image registration was conducted between phase contrast and bright-field image data 
due to translational differences caused by image stitching. The neural network architecture chosen is the 
U-Net architecture, modified for image-to-image regression from the normal semantic segmentation
network, due to its better performance over a ResNet architecture on this dataset. Loss is measured by the
Root Mean Square Error (RMSE) pixel difference between pixel values with and without meniscus.
Several CNNs have been trained to correct the meniscus effect on a separate dataset which was collected
in the same manner as the data used to train the CNN models. These results are quantified by calculating
the RMSE between the model's correction of the meniscus effect and that of the cover-slip technique.
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Confirm That 25 747 New Programs Can Replace the 32 003 Programs of the Old C# Test
Suite

Software assurance is crucial for the reliability, functionality, and security of computers in society.
Even when software is built well, static analysis and testing are vital to gain assurance about
exploitable vulnerabilities. NIST’s Vulnerability Test Suite Generator (VTSG) creates tests for
static analyzers. This March NIST scientists used VTSG to create a new test suite of 25 747 C#
programs. This new test suite improves upon the existing C# test suite developed seven years
ago by correcting mistakes and removing unnecessary test cases. This project is to validate the
new test suite so it can replace the existing one. Validation comprises compiling and executing
all of the programs one at a time and confirming that each one presents its intended vulnerability.
To start, we had to write hundreds of lines of Linux commands, including grep, find, Perl, wc, and
Bash, to validate and prepare the test suite. The existing programs are test suite 105 in the
SAMATE Software Assurance Reference Dataset (SARD) https://samate.nist.gov/SARD/ To
update test suite 105, we mapped new files to existing files and confirmed that the new version
will preserve information content. By enabling more reliable identification of security flaws and
design weaknesses in software, we strengthen the foundation of dependable computer
technology.
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Mapping Categorical Emotions and Dimensional Attributes from Text Data to Sentiment Scores

Analyzing human behavior in the real world is a complex task that requires specialized methods such as 
emotion recognition and sentiment analysis. While sentiment analysis focuses on identifying positive or 
negative markers, emotion analysis provides a broader understanding of human emotions and 
sensitivities. Building an emotion recognition model is a challenging endeavor that can be made simpler 
by incorporating sentiment scores as a guide. To do this, we must first generate sentiment scores from 
categorical emotions and dimensional attributes. Categorical emotions include joy, frustration, sadness, 
and other complex or simple emotions, while dimensional attributes refer to values on a scale that 
represent the intensity and characteristics of emotions, such as valence (the positivity or negativity of an 
emotion), arousal (the intensity of an emotion), and dominance (the power expressed by an emotion). 
These two methods of labeling emotions offer a unique perspective on the emotional content of the data 
but directly mapping them to sentiment scores can be difficult. Our goal is to build and evaluate models 
that can effectively transition categorical or dimensional labels to sentiment labels while addressing any 
inaccuracies or discrepancies in traditional methods. This research explores machine learning models and 
mapping mechanisms to generate sentiment scores, with a focus on two benchmark datasets called 
IEMOCAP and MELD. By addressing inconsistencies and designing an accurate model, we ultimately 
aim to construct a comprehensive understanding of emotion recognition models from text data.
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Web-based Statistical Tools for Radionuclidic SRMs

Standard Reference Materials (SRMs) are an important product that NIST produces. Laboratories across 
campus are dedicated to the development and precise measurement of reference materials ranging from 
chemical solvents to peanut butter. These materials are used by industry for a variety of reasons including 
adherence to environmental regulations and instrument calibration. 

Many SRMs are created more than once, so standardized processes are important. The purview of these 
processes covers both the manufacturing of the material and the reduction of measurements to values and 
associated uncertainties for physical or chemical properties of interest. 

This summer, we created versatile statistical tools that aid in the analyses of radionuclidic SRMs. In doing 
so, we simulated data based on SRM 4330c (Plutonium-239) and other radionuclidic SRMs and 
implemented a series of statistical tests tailored to the SRM certification process. We found that many of 
these tests, when compared to the original statistical analysis, were more reliable and conclusive, 
eliminating hidden biases and correlations that impede their statistical efficacy and validity. 

Two key characteristics of SRM data analysis are their reproducibility and ease-of-use. We coded the 
statistical tests into an R-based web application that generates the user-selected analyses and graphics 
with the input of a data file. The application also autogenerates a report using R Markdown that includes 
all relevant information documenting the data analysis of the SRM development. This application will 
serve to fill a gap in existing web-based statistical tools that are critical in SRM development. 
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Errors in Variables Regression Models

For the 2023 SURF Internship, I am building a frontend graphical user interface for the purpose of 
running backend statistical computations. This interface is built through Shiny for Python, which creates 
a browser-based interface to run said computations. The interface is aimed to be user-friendly and 
interactive. The statistical computation is fitting errors in variables regression models (also known as 
measurement error models). These models assume that there are errors in the measurements of both the 
dependent and independent variables. In contrast, ordinary least-squares regression assumes only errors in 
the measurement of the dependent variable.  

Our motivating application is nanoparticle measurements, which are important to many areas of science 
including nanomedicine and determining the harmful effects of plastic pollution. For example, lipid 
nanoparticles act as the delivery system for the COVID-19 vaccine, and plastic nanoparticles that degrade 
from larger plastic trash sorb heavy metals toxins. In both applications, the way in which substances 
(vaccine or toxin) adhere to nanoparticles is crucial to understand.  

Our benchmark data set contains measurements of polystyrene spheres. The particles were loaded with 
fluorophores, dispersed into a fluid, and injected into a stair step structure. They were then optically 
imaged to simultaneously measure fluorescence intensity (dependent variable) and size (independent 
variable). Location within the stair step structure informs size. Transmission electron microscopy 
measurements of a separate sample of particles is used to assess the magnitude of errors in the star step 
size measurements. The presentation will conclude with a live demonstration of the software using the 
polystyrene sphere data set.   
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Evolution of cybersecurity education and workforce development 

According to the U.S. Department of Homeland Security, cybersecurity threats to critical infrastructure 
are among the most significant strategic risk for the nation.* As the information technology advanced by 
leaps and bounds in the previous decade, so have the capabilities of adversaries. Over the years, the 
United States has developed comprehensive plans to secure the country’s critical infrastructure systems 
and assets. Among them have been the many initiatives, programs, competitions, and funding introduced 
within the field of cybersecurity in order to expand and create a more skilled, competitive, and diverse 
cybersecurity workforce. This sentiment can be seen in NICE’s goals and plans since 2013, as 
conferences, presentations, and workshops had a few unifying goals: raising public awareness about 
cybersecurity, supporting formal cybersecurity education programs at all levels, and fostering a more 
diverse cybersecurity workforce. 
The purpose of this research is to explore how cybersecurity education and workforce development has 
evolved over the years. One of the primary sources of the research will be the NICE website and 
conference materials dating back to 2013. Other sources such as websites of various government 
agencies, companies, and academic institutions will also be used. The following are some of the research 
questions that will be asked: 
• How have the hiring practices changed in keeping with the changes in the past decade?
• How has the field of cybersecurity, from an educational and workforce standpoint, become more diverse
over time?

 What is the role played by the NICE community? 
 What is the role played by the NICE program office at NIST? 

* https://www.dhs.gov/secure-cyberspace-and-critical-infrastructure
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Messenger RNA (mRNA) is a form of RNA that is transcribed from genomic DNA and translated on a 
ribosome to produce proteins. Proteins are the building blocks of our bodies and play a critical role to our 
health. Recently, mRNA has emerged as a powerful therapeutic class for treatment and prevention of 
disease. One significant mRNA therapeutic in development is mRNA vaccines. An mRNA vaccine 
utilizes an mRNA strand, typically encased within a lipid nanoparticle for protection and delivery 
purposes, to initiate an immune response. The mRNA strand enters the patient’s cells which then begin 
to produce the translated protein. This therapeutic enables the body to develop resistance to deadly 
diseases by introducing the body to foreign material, triggering an adaptive immune response so that the 
body can protect itself facing future encounters.

The quantity and quality of the mRNA in these vaccines and other drug products must be subjected to 
analytical scrutiny to ensure consistency, safety, and efficacy. Currently, there is no unbiased, traceable 
method for quantitative measurement of the mRNA contained within a lipid nanoparticle with high 
precision and accuracy. Other techniques, such as UV and fluorescence spectroscopy, droplet-digital 
polymerase chain reaction, and enzyme digestion with endonucleases, lack specificity, traceability, and 
calibration. Additionally, these approaches are unable to measure mRNA in situ meaning the LNP must 
first be lysed in order to access the enclosed mRNA for later measurement. However, an alternative 
method, acid hydrolysis, does both to completion.

This project seeks to demonstrate that in situ hydrolysis of a lipid nanoparticle-encapsulated mRNA 
therapeutic into constituent nucleobases and detection by liquid chromatography-mass spectrometry 
(LC-MS) is a precise and accurate method for quantitatively measuring mRNA. This is accomplished 
through acid hydrolysis of intact oligomers, a solution which is then analyzed by LC-MS in order to detect 
and quantify each nucleobase by its known molecular weight. The research team aims to optimize this 
method in order to prove it more robust, precise, and traceable than current methods. This research is 
applicable to accurately measuring mRNA concentrations in pharmaceutical products to support public 
safety and health.
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Detection ofEML4-ALK Fusion Cancer Biomarker in Liquid Biopsy by EFIRM 

Abstract: 

Lung cancer is one of the leading causes of cancer-related deaths, globally. Specifically, in cases where 

patients present with non-small cell lung cancer (NSCLC), it is crucial to detect the cancer at an early 

stage, as more severe symptoms tend to stay hidden until the cancer advances. Early detection can lead to 

possible tumor removal, increasing the 5-year survival rate. Some NSCLC molecular mechanisms of 

pathogenesis are known, such as mutations of the EGFR gene, ALK fusion, etc. Mutant DNA or RNA 

released from tumor cells present in circulating body fluid such as plasma, saliva, urine, and can be used 

to detect the presence of tumor cells at early stage. Liquid biopsy (LB) samples utilize circulating tumor 

DNA/RNA and are minimally or non-invasive, depending on the type of sample taken (plasma/blood or 

saliva). Liquid biopsies can be taken before symptoms present, therefore are useful for early-stage disease 

detection and disease screening/progression. A newly emerged technology termed EFIRM ( electric 

field-induced release and measurement) has shown to be highly sensitive and accurate in its detection of 

EGFR mutations associated with NSCLC in liquid biopsies. Previously, the Wong Lab from UCLA 

reported that EFIRM detected EGFR L858R and T790M mutant DNA but, not RNA from liquid biopsies. 

However, in theory since RNA is more abundant than DNA in LB samples and DNA-RNA binding is 

relatively stronger than DNA-DNA binding, we hypothesized that EFIRM can detect mutant RNA in 

liquid biopsies. The EML4-ALK gene fusion is one of the mutations that cause NSCLC. Since there are 

different genomic DNA break points that result in the same EML4-ALK gene fusion, it is easier to target 

mutant RNA than DNA. We tested our hypothesis and addressed whether EFIRM can detect the 

EML4-ALK fusion mutant DNA and RNA and what the limit of detection (minimal detectable 

DNA/RNA copy numbers) is. The data proved that EFIRM was able to detect both EML4-ALK fusion 

DNA and RNA synthetic oligonucleotides. RNA detection was relatively more sensitive than DNA 

detection. 
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Optimization of Nano-Calorimetry Sensors using Finite Element Simulations 

The ability to measure and analyze a material's thermal properties and characteristics plays an 

important role in material science. Measuring the effects however of rapid temperature changes on 

materials has always been an issue with classic calorimetry methods. Nano-calorimetry uses chip sensors 

in lieu of crucibles in furnaces to perform thermal analysis on nano-scale materials, often at very high 

heating and cooling rates. To simulate several different capabilities of different sensors, SolidWorks, a 

3D modeling software was used to design these sensors. Once created, the designs were imported into 

ABAQUS, a finite element simulation software. Finite element simulations were used to determine the 

resonant frequency of the nano-calorimetry sensors, which will allow for the mass of a sample to be 

calculated based on the change in its resonance frequency. Finite element simulations of the coupled 

thermal-electric type were also run to determine the temperature distribution in the sensor during heating 

experiments. Having a more even spread of heat throughout the sample correlates to more accurate 

results. Analyzing the data collected from the simulations, it was discovered that the slight adjustment of 

the mesh sizes for the finite elements caused drastic data variations along each mode. Running several 

simulations with different mesh sizes was done to identify a possible trend within the error rate of finite 

element meshing. These simulations were also performed on candidate designs for the redesign of the 

nano-calorimeter sensor, and the optimum was selected based on these results. 
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Using the WIPP System for Imaging Cell-Virus Interactions

With the use of cell and gene therapies involving viral vectors becoming more prominent in 
clinical settings, efficient and useful analytical tools are necessary. Viruses can be characterized 
during a manufacturing process, and an important aspect is the functional titer level of the virus 
(as opposed to the physical titer) which shows the amount of virus able to infect a cell. To 
determine the functional titer of a virus, a viral plaque assay is used to quantify the amount of 
virus required to kill cells which creates a plaque. This assay is typically used as an endpoint 
assay; however, we can utilize live cell imaging to capture the dynamics of plaque formation 
allowing researchers to investigate and develop better analytical tools using this assay. An 
excellent method for studying viral plaque formation is to utilize high speed wide field of view 
timelapse imaging, although doing this creates large datasets. Therefore, an efficient way to not 
only share these large datasets, but also allow for collaboration while processing these 
datasets, is necessary. To share these datasets across the NIST network, the NIST-developed 
Web Image Processing Pipeline (WIPP) system is used, which is an accessible and 
user-friendly system. The scripts that are used to generate these cell images are converted into 
a format that is suitable to be transferred with this system; a tool called Docker is utilized for this. 
We are using Docker to place these imaging scripts, the datasets, and any required libraries and 
software, into a virtual container, and these virtual containers can be accessed using the WIPP 
system. The development of these plugins will allow for users at NIST to process, analyze, view, 
and share large image datasets while minimizing the computational expertise required, which in 
turn provides an efficient way to not only process these large datasets but also for sharing and 
collaboration.
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Compilation and Evaulation of Temperature Reference Points for the Alkali Metals 

We aim to compile and evaluate the melting and boiling points of the alkali metals. Many of these temperature 

values are already listed in chemistry handbooks, and researchers have written about many different methods used 

to calculate and measure these values. However, most of these sources do not provide uncertainties nor include 

citations to their original sources of data. In this work, we provide a comprehensive record of measurements found 

in open literature for the melting and boiling points of the alkali metals, as well as recommended values. Time 

permitting, we plan to compile and evaluate the vapor pressures used to determine boiling points and heats of 

vaporization. 

In preparing this review, the key tasks include extracting data from available literature, exporting these values into 

a database, and preparing the data to input into a manuscript. In order to achieve this, we review abstracts and 

assess whether they contain relevant data using Web of Science, a platform containing citation data from many 

academic journals. After inserting these pertinent articles into EndNote, a reference manager, we collect the data 

from these articles and compile it in a database in Excel. In this database, we evaluate uncertainties, pressure 

ranges, and methods used to find these melting and boiling points. Where articles provide temperature and vapor 

pressure data, we graphically extrapolate the boiling points. Tables of this data are prepared for placing into a 

manuscript, and values are double-checked for accuracy. These tables reflect the temperatures provided in the 

original reference, as well as corrected values to reflect the current International Temperature Scale (ITS-90). 

Recommended values are provided by assessing values in the literature and selecting the most accurate values. 

The melting points of the alkali metals Li, Na, K, Rb, Cs, and Fr are about 453.64±0.1 K, 370.944±0.005 K, 336.55

±0.2 K, 312.65±0.1 K, 301.6±0.10 K, and 296±2 K, respectively. The boiling points of the the alkali metals Li, Na, 

K, Rb, and Cs are about 1613±2.0 K, 1156.09±0.005 K, 1031±1.0 K, 960±1.0 K, and 941.5±1.0, respectively. As 

can be seen, the temperature values consistently decrease with increasing atomic number, while the values for 

lithium are somewhat higher than the trends for the others.
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Title of Talk: Modeling Chloride Diffusion in Concrete 

Abstract: 

Concrete is the most widely used building material in the world. Even so, it still has its weaknesses. An 

important issue surrounding concrete is the fact that it can suddenly and quickly lose its strength from 

corrosion. Rebar provides the tensile strength that concrete itself lacks, which makes it a much-needed 

addition when supporting large structures. When these steel rods corrode, depassivation via chloride 

oxidation tends to separate the steel rod into smaller sections, which greatly decreases its ability to 

provide support. Currently, the task of determining service life is performed by drilling a core from the 

structure for destructive chemical analysis. Nuclear techniques such as neutron capture prompt gamma 

analysis are being explored as a non-destructive alternative, which can be benefited by a numerical model 

of how chloride travels through a concrete medium. 

This project investigates chloride diffusion in concrete using numerical simulation method, specifically 

looking at its relationship with aggregate structure. Typical diffusion modeling follows Fick's Laws, 

describing concentration as a function of depth with a constant diffusion coefficient. Due to concrete's 

complex pore/aggregate structure and chemistry, this diffusion constant can vary for the same 

formulations of concrete. To further try and refine this method of predicting chloride ingress, the 

channeling due to aggregate spacing and size will be considered. To estimate this, a COMSOL 

Multiphysics model for predicting the diffusion through the interior coarse aggregate given only a surface 

image of the concrete will be developed. The model will be based on a set of concrete cylinders of known 

composition and aggregate type, where the random aggregate distribution is represented as simple 

geometrical shapes. The model will be fitted to available concentration data to then be able to take any 

surface geometry and predict the chloride diffusion profile. 
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Development of a Validated CFD Model for the Mixing Behavior of Parallel Triple-Channel 
Flows

Computational Fluid Dynamics (CFD) models provide information regarding how fluids and their flow
interact with different environments. The study at hand specifically focuses on a triple-channel mixing 
flow in a confined c roducing similar behavior to flows in the inlet of the pre-conceptual design of 
the NIST Neutron Source (NNS), which seeks to replace the existing reactor at NCNR. The NNS inlet 
forces the coolant to split into three different legs, after which they mix again, thus causing a separation-
mix pattern that is found in triple channel flow mixing studies. In order to model this flow, a geometry of 
the mesh, which , must first be created. OpenFOAM is a 
CFD software that has this capability and is thus used in constructing the mesh. Once the mesh is created, 
different turbulence models, like k- and k- , are then used to model the flow. The values for certain 
variables, like velocity and pressure, specific to each model type are adjusted and the simulation is then 
run. compare to results 
from literature. The comparison to literature enables the validation of the CFD model and the selection of 
an appropriate turbulence model. Such validation would help ongoing efforts to characterize the flow
behavior at the inlet of the NNS. 
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Development of an Ultrasonic Calorimeter for Dose Rate Imaging

Radiotherapy for cancer treatment seeks to deliver radiation dose to tumors while sparing surrounding healthy tissue.
Such selective delivery of dose has led to the development of various ingenious methods for spatially masking and
directing beams to minimize exposure of healthy tissue while targeting tumor volumes. More recently, a dose rate
effect has been discovered that indicates radiation sensitivity of healthy tissue decreases at sufficiently elevated dose
rate, thus high dose rates in combination with spatially conformal irradiations (FLASH radiotherapy) are attracting
much attention within the radiotherapy community.

This has presented a number of challenges for absolute dose metrology, which has been developed for use in spatially
uniform dose fields at conventional dose rates. Accordingly, NIST has been working on an ultrasonic imaging
technology to address difficulties posed by clinically relevant, spatially nonuniform fields, and part of the current project
is dedicated to producing software simulations of radiation heating, ultrasonic data acquisition, and image processing
to assist with design problems of that prototype instrument. Another aspect of the current project is to assess the
suitability of ultrasound for imaging dose-rate fields by looking for spectral features attributable to dose-rate effects
of interest to the radiotherapy community.
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I plan to pursue a Ph. D. in Physics to preform research and teach at the university level. 

Physical Measurement Laboratory, 684, Rb/K Ultra-cold Atom Group. 

Dr. Ian Spielman 

Faster ultracold atom data collection through the use of a one-dimensional optical molasses 

Ultracold experiments require a new population of trapped and cooled atoms for each experimental shot. 

In these apparatuses, hot atoms originate from a source and then travel through multiple cooling and 

trapping stages. Before these cooling and trapping stages the atoms form an atomic beam, the size of 

which plays an important role in the load time for each experimental shot. A more collimated atomic 

beam will result in a greater number of atoms reaching the magneto-optical trap (MOT), thus shortening 

the load time between shots. Our project is to implement a transverse one-dimensional optical molasses 

for a Rubidium 87 atomic beam. This was designed with the goal of further controlled collimation of the 

atomic beam resulting in faster data collection. The optical molasses consists of a detuned elliptical 

shaped 780nm diode laser which is counter propagated along an axis orthogonal to the desired atom path. 

The laser used is amplified by a tapered amplifier (TA) and frequency shifted or detuned with the use of 

an acousto-optical modulator (AOM) to produce an optimal cooling effect when used in conjunction with 

the Doppler effect. In utilizing the Doppler effect and a frequency detune we select which velocities 

result in a high or low chance of absorption and subsequent slowing. This prevents us from 

re-accelerating slow atoms or further accelerating hot atoms. Through a series of optics, the laser diode 

beam is expanded, polarized, and shaped to match the atomic beam dimensions and slow a wide sample 

of the distribution of atoms in the transverse axis. A simple retroreflector and waveplate reflects the laser 

light to constrict the distribution of atoms in the opposite direction simultaneously. We hope for a 

significant decrease in the loading times for each shot. 

203


	00_final_First-section
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page

	Binder4
	01_FINAL_Boulder
	02_FINAL_CTL
	03_FINAL_DIEO
	Binder3
	04_FINAL_EL
	Blank Page

	05_FINAL_ITL
	Blank Page

	Binder2
	06_FINAL_MML
	Blank Page
	Blank Page

	Binder1
	08_FINAL_PML
	Blank Page
	Blank Page

	07_FINAL_NCNR







